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Preface 

This book contains the proceedings of the 38th International and Interdisciplinary 
Conference on Environmental Informatics (EnviroInfo 2024). 

EnviroInfo 2024 took place from November 12 to 14, 2024 in Cairo, Egypt. It 
was organized and hosted by the German University in Cairo in collaboration with 
the Technical Committee of Environmental Informatics of the German Informatics 
Society—GI (Gesellschaft für Informatik e.V.). 

The EnviroInfo conference series combines national and international initiatives in 
applied informatics and sustainability to present and discuss the latest developments 
in ICT for sustainability. 

This book compiles peer-reviewed research papers showcasing new scientific 
approaches and latest developments in environmental informatics. Papers in this 
volume cover a broad range of scientific perspectives, including environmental 
informatics technologies and methods such as Artificial Intelligence Applications, 
Sustainable Mobility, Green Coding, ICT, Circular Economy and more. The main 
theme of the conference is how Environmental Informatics contribute to the United 
Nations’ Sustainable Development Goals (SDGs) with a focus on which goals are 
addressed by the Environmental Informatics community. This year’s conference also 
focused on the theme “Transboundary Environmental Challenges: Digital Inclusion 
for Sustainable Development” to highlight the potential of environmental informatics 
to facilitate cross-border cooperation aimed at addressing shared environmental 
challenges and bridging the technological gap for sustainable development. 

We thank all authors for their papers. Special thanks are due to the program and 
organizing committee members for their work in reviewing the papers. We would 
like to thank our cooperation partners at the German University in Cairo, Faculty 
of Engineering and Materials Science: Prof. Hamdy Kandil, Assoc. Prof. Dr.-Ing. 
Amna Ramzy and M.Sc. Simone Khalil, and the team of Prof. Volker Wohlgemuth 
from the German Informatics Society for their great support.
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vi Preface

Finally, we express our heartfelt thanks to our sponsors for their generous support 
of the conference. Their contributions have been instrumental in making this event 
a success. 

New Cairo City, Egypt 
November 2024 

Volker Wohlgemuth 
Hamdy Kandil 
Amna Ramzy
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A Method for Potential Analysis 
to Identify Application Scenarios 
for Machine Learning 

Case Study in a State Environmental Agency 

Frank Fuchs-Kittowski , Paul Schulze , Andreas Abecker , 
Jonas Lachowitzer , Stefan Lossow , Heino Rudolf, and Erik Rodner 

Abstract This article presents a method for potential analysis for identifying appli-
cation potentials for application of machine learning (ML) in organizations. This 
method describes a systematic approach that emphasizes both the requirements of 
employees and business processes. The structure and artefacts of the method are 
described in this paper. Furthermore, the application of this method at an environ-
mental agency as pilot user is presented. The results show that this method helped 
the environmental agencies to quickly develop ML solutions and select beneficial 
ML solutions effectively. 

Keywords Potential analysis ·Machine learning · Artificial intelligence · Use 
cases · State environmental agency
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1 Introduction 

With the continuing development of powerful information and communication tech-
nologies (storage media, computer networks, processors, etc.) and the increasing 
availability of huge amounts of data, interest in machine learning (ML) technologies 
has increased over the years to support business processes as well as to increase their 
efficiency. ML technologies are nowadays used in many areas, such as autonomous 
driving [1], security technology [2, 3], medical technology [4, 5], and the environ-
mental sector, including water management [6, 7], energy management [8, 9] forestry 
[10], and agriculture [11, 12]. 

There are already numerous publications on successfully implemented solutions 
in various organizations. This shows what range of activities can be supported (effi-
ciently and effectively) in organizations by using ML technologies. However, it 
remains an open question how these organizations select their business processes or 
procedures for using ML and design their IT systems to support new ML processes. 

At present, there is no reliable knowledge in research on how machine learning 
(ML) use cases can be identified in organizations. This makes the development of 
ML applications in organizations way more difficult than needed so that the potential 
of these new technologies cannot exploited or just in an insufficient way. 

The decision-making process for the use and design of ML applications in an 
organization must be systematic and comprehensible. The requirements of poten-
tial users and their work processes must align with the technical capabilities of ML 
technology. Therefore, it’s essential that the introduction of ML is not only orien-
tated toward the technology, but rather toward the requirements—the challenges and 
problems—of a specific field of application or business process. At the same time, 
potential users often lack necessary knowledge and experience to realistically assess 
the specifics and potential of ML technologies for solving identified challenges. 

This article presents a method for an analysis of the potential for identifying ML 
applications. The experiences and results from using this method in various orga-
nizations (notably a state environmental agency) are discussed. The method is not 
focusing on the available ML technologies, but instead on the requirements of poten-
tial users and their field of work in their organization and the business processes of 
their organization. According to the design thinking approach, all three perspec-
tives have been considered during the process [13]: Economic viability, technical 
feasibility, and human desirability. 

The article is structured as follows: Sect. 2 presents the technical principles and 
the state of research on identifying ML use cases in organizations. Section 3 describes 
the method for identifying ML use cases in organizations. This is followed in Sect. 4 
by a presentation of the results and experience gained from applying this method 
in a state environmental agency as pilot organization. The article concludes with a 
summary and an outlook in Sect. 5.
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2 Technical Principles and State of Research—Identifying 
ML Use Cases in Organizations 

This chapter presents the technical principles and the current state of research on 
identifying ML use cases in organizations. 

2.1 Technical Principles 

The aim of this article is to present a systematic approach for identifying scenarios for 
ML applications (potential analysis). This method is one of the first steps or a stage in 
a more comprehensive process model that provides systematic support and guidance 
throughout the entire process of developing ML applications in organizations (see 
Fig. 1). 

Regardless of the general software development process model in which the 
project is managed, such as the waterfall model [14], the “V-Modell” [15] or agile 
models [16] (with requirements analysis, design, implementation and testing, deploy-
ment and operation), or the use of a specific process model for the development of 
ML applications, such as CRISP-DM [17], CRISP-ML(Q) [18], PAISE [19], ML4P 
[20] (with business understanding, data understanding, data preparation, modeling, 
evaluation and deployment), the analysis of potentials (i.e., identifying use cases) is 
a preliminary or first stage in a ML project. 

These upstream stages of comprehensive process models are presented below:

Stage 1: 
analysis of 
potentials 

Stage 0: 
project 

initialisation 

change and 
requirements 
management 

Stage 2: 
requirement 

analysis 

Stage 3: 
conceptual 

design 

Stage 4: 
implementing 

Stage 5: 
deployment and 

operation 

Fig. 1 Integration of the potential analysis into the software development process 
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• Project Initialization: In this preliminary stage of a project the used framework 
will be defined (often only for this stage) and the project is set up. Therefore, this 
is classified as a project management task (see DIN 69901-2 [21] or PRINCE2 
[22]). Roles and responsibilities must be clarified, the used project management 
processes must be selected, and the overall objectives must be defined. This 
preliminary stage generally ends with approval by management.

• Potentials Analysis: In this first project stage, fields of ML application are iden-
tified. This includes the determination and evaluation of specific scenarios (“case 
studies”), the identification of objectives as well as the planning of an overall 
process strategy. The result is a list of potentially possible ML applications for 
the considered organization. The individual examined steps are: 

– identification and selection of potential application scenarios, 
– assessment and selection of application scenarios, and 
– final agreement on applications scenarios and defining objectives. 

2.2 State of Research 

Specific process models for ML do not provide guidance for the identification of 
potentially possible use cases for organizations as described above. Models such as 
the widely used industry standard CRISP-DM typically start with the stage “business 
understanding”. In this stage, a comprehensive understanding of the objectives and 
requirements of an ML project is created. This means that the considered use case 
has already been identified. Even latest agile ML methods do not include a phase for 
identifying potentially possible use cases. 

To date, there is very little scientific literature on identification of potentially 
possible ML use cases:

• In [23], six activities: isolating, preparing, discovering, understanding, designing, 
and implementing are integrated into an iterative process and have been supported 
by continuous project management. The focus lies on discovering (identifying 
problems), understanding (searching for causes), and designing (finding solu-
tions). However, how these phases should be carried out exactly (including specific 
methods, artefacts, and results) remains largely vague (methods like stakeholder 
analysis, requirements definition, etc., should be considered here).

• In [24], the stages are differentiated into preparation, generating ideas, evaluation, 
prioritization, and operation. However, this method is aiming at large organiza-
tions or enterprises. For example, in the stage preparation, AI vision has been 
developed top down and an AI maturity level of the organization has been evalu-
ated. The overall stage of identifying potentially possible ML use cases remains 
also vague and seems to be overstrained. The reason for this is based on specific 
problems in their respective strategic areas of the considered organization which 
must be considered to solve these problems with appropriate AI technologies (e.g., 
computer vision, computer audition, computer linguistics, etc.). For identifying
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and evaluating, a structured canvas is used, and furthermore, an evaluation matrix 
is used as a method to support prioritizing (with benefits × implementation costs 
as scale). 

In addition to established process models and existing scientific literature, there 
exist several guidelines and tutorials for introducing ML in organizations. Guidelines 
(such as [25]) usually provide a general introduction to the topic of ML, refer to the 
specific ML process models (usually CRISP-DM), and sometimes list a series of 
possible use cases. However, no instructions are given on how to identify and examine 
such use cases. In some cases, the focus is even placed on analyzing existing data 
to find use cases. This approach is generally regarded as problematic when ML is 
established for its own sake and there is no reference to existing business processes 
(see the stage “business understanding” in CRISP-DM). 

In summary, a method for identifying potentially possible ML applications in 
organizations is still missing. Furthermore, specific conditions and requirements of 
smaller organizations should be considered, focusing on the stages of developing 
ideas, evaluation, and selection for new ML applications. 

3 Method for Identifying ML Application Scenarios 
in Organizations (Potentials Analysis) 

In the following section the first stage—the analysis of potentials—is described in 
detail. The aim of this stage is to identify, evaluate, and select potentially possible ML 
applications as well as to define objectives for the selected ML applications which 
need to be achieved for organizations under consideration. These stages are: 

1. identification of case studies and potential ML application scenarios, 
2. assessment and selection of ML application scenarios and 
3. final agreement on ML applications scenarios as well as defining of objectives. 

3.1 Identification of Potential Case Studies 

The aim of this stage is to identify case studies or use cases for the application of ML 
methods in the respective organization. To achieve these goals, potential users should 
develop ideas where a software application with the integration of ML technology 
could be meaningful used in their typical workflow or in the business processes of 
their organization. The described method consists of three stages to accomplish this 
goal: 

1. Building a knowledge base: Future users of the desired ML application must 
be familiar with the topic of ML and need to have a basic technical knowledge 
to identify relevant fields and processes for new ML applications. In some cases,



8 F. Fuchs-Kittowski et al.

this requires building up a knowledge base of ML technologies and their potential 
applications for the user in the first place. 

a. Survey of the state of knowledge: Therefore, the individual knowledge of 
basic ML concepts and their applications should be assessed. This can be 
done with the help of a short questionnaire at the beginning of the workshop. 
The questionnaire contains of the following key questions: “Do you know 
what ML is?”, “Have you already seen/read about ML applications?”, “Do 
you already use ML applications (in a private situation)?”, “Do you already 
use ML applications (at work)?”, and “Do you already have ideas for new 
ML applications for your typical workflow or in business processes of your 
organization?” 

b. Impulse lecture: This is followed by a talk on ML methods and their poten-
tially possible applications in common workflows or business processes, 
taking into account the previous results of the common knowledge level. Prior 
to this, a research of existing ML applications in the organization’s domain 
was conducted, and the applications found were classified into several dimen-
sions (e.g., task type, see Fig. 2). The talk is structured by these dimensions 
of common ML tasks (e.g., task type “regression”, see Fig. 3) and presents a 
spectrum of ML technologies and their applications. 

2. Identification of possible ML applications: The creativity technique of brain-
writing [26] is used on the participants of the workshop (employees) to iden-
tify and enhance ideas for the application of ML methods to improve typical 
workflows or business processes. Brainwriting involves participants from the 
different departments of the organization. Each participant can actively develop 
and improve the ideas of the others, generating many complementary ideas.

Classify: Classifi-
cation into known 
groups 

Regression: 
describing relation-
ships between vari-
ables 

Grouping: Classifi-
cation into previ-
ously unknown 
groups 

Anomaly detection: 
identification of de-
viations 

Prediction 
of continuous 
values 

Fig. 2 Morphological box “type of ML tasks” for classifying ML applications
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Forest fire 
probability 
Intersection of several 
data sources 

Calculation of 
timber stock 
Projection of point 
data onto stock 

Mud content 
in seabed 
Spatial interpolation 
of point data 

Fig. 3 Examples of ML applications for the ML task type “regression” 

3. Structuring and discussing ideas: To structure the identified ideas, they are 
collected, named one after the other, and put in relation to each other. These ideas 
were discussed and criticized in the group afterwards. However, the participants 
of the workshop are not allowed in the first place to evaluate or comment on 
any of the ideas while the process of “mining” is still running, to keep the focus 
on gaining new ideas. In the next step, the ideas should be critically discussed 
using a classification grid (morphological box, see Fig. 2) to filter out ideas that 
do not focus on ML or are unrelated to the participant’s domain or day-to-day 
work. This requires ML expert knowledge and cannot generally be done by the 
participants. 

3.2 Evaluation and Selection of Case Studies and Scenarios 
for ML Applications 

The aim of this stage is to select case studies and scenarios to be realized as ML 
applications. This involves two steps:

1. Evaluation of the identified application scenarios: The application scenarios 
obtained from the user’s perspective need to be evaluated from both an 
organizational and a technical perspective (design thinking approach). 

a. Each scenario is evaluated based on “contribution to success” and “need for 
action” as two-dimensional categories from an organizational perspective 
(see Fig. 4). The category “contribution to success” relates to the poten-
tial benefit for the respective organization (i.e., is the scenario relevant 
and promising success?), whereas the category “need for action” relates to 
required effort in a functional and organizational sense (i.e., is there a high 
potential for benefit or improvement compared to the status quo?). Economic
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low medium high 

lo
w
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ed
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need for action feasibility 
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co
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to
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s Appl. Scenario X 

Appl. Scenario Y 

Appl. Scenario X 

Appl. Scenario Y 

lo
w

 
m

ed
iu

m
hi

gh
 

low medium high 

Fig. 4 Evaluation matrices for the evaluation, prioritization, and selection of application scenarios 

efficiency (see Design Thinking approach) is not addressed here, as ML tech-
nologies have the potential for disruptive transformation and no reliable cost 
information can be provided at this early stage of project identification.

b. On the other hand, the “feasibility” in terms of technical realization and 
implementation is assessed from an ML project management perspective to 
determine whether the required effort may exceed the expected benefit from 
an economic point of view. 

2. Prioritization and selection of application scenarios: Based on the evaluation 
above, the identified application scenarios can be selected, and prioritized, or 
eliminated by the potential users. 

a. Application scenarios that are not feasible technically or economically can 
be excluded from further consideration. 

b. Application scenarios that have been assessed as highly beneficial (and tech-
nically feasible) and classified with a high need for action can be selected for 
further consideration. This way of prioritization of new application scenarios 
supports the acceptance of the system by the future users. 

3.3 Assessment of Scenarios and Objectives 

The aim of this stage is to finalize the decision on an application scenario and 
define the objectives that must be achieved by implementing the scenario using 
ML technology. This stage consists of the following three steps.

1. Identification of objectives and requirements for the application scenarios: 
The organization must define the requirements and objectives that must be 
achieved during implementation of the previously selected scenarios or during
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Fig. 5 ML/Use canvas for analyzing the objectives and benefits of ML application scenarios 
(simplified for print, available for download at https://github.com/simplex4learningProject/ ML-
UseCase-Canvas or by QR-Code) 

development and operation of the respective ML application. The canvas is a 
frequently used method to describe the idea of an application scenario in more 
detail by developing and presenting all relevant points on one page. For this 
purpose, an ML/use case canvas based on [27] was developed, which takes up 
ML-specific points and includes the perspective of analyzing business processes 
use cases. The following points are queried: “prediction task”, “value proposi-
tion”, “stakeholders”, “processes”, “requirements”, “organizational conditions”, 
“features” (parameters of the learning task), “data sources”, “impact simula-
tion”, and “evaluation of success”. This canvas is discussed and developed with 
the workshop participants for each selected application scenario (Fig. 5).

2. Finalization (final definition and selection) of the application scenarios: In 
this step, the selected use cases should be finalized, i.e., checked for content, 
enhanced, completed (checked for completeness and supplemented if necessary), 
consolidated, and finally selected to be prepared for the following analysis. 

3. Involvement of management: To obtain their support is the final step. 

4 Applying the Method to Identify ML Applications 

The described method was applied in an environmental agency of a German federal 
state, and the results are presented below. 

The implementation of ML applications to assist and improve the work and busi-
ness processes is highly relevant to this environmental agency. The two key objectives

https://github.com/simplex4learningProject/
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are as follows: first, employees should become more effective (e.g., routine tasks 
could be eliminated), and second, the agency aims to make better use of the avail-
able (environmental) data (e.g., because relevant environmental data is extensively 
available and can be used for several business processes). 

The analysis to identify potential application scenarios was carried out in three 
onsite workshops with employees of this agency (see Fig. 6). Each workshop 
addressed a different part of the method (see Sect. 3). Appropriate instruments (ques-
tionnaires, evaluation matrices, canvas, etc.) were created and used at each stage of the 
process. Workshop participants included 4–5 employees from different departments 
of the agency.

4.1 First Analysis Workshop: Identification and Selection 
of Potential ML Scenarios 

During the first workshop, several ML application scenarios were developed together 
collaboratively with the participants. In accordance with the developed method, the 
steps taken included determining the participants’ level of ML knowledge, delivering 
an impulse lecture on ML applications and their potentials, identifying possible 
application scenarios in the agency by using brainwriting, and discussing the resulting 
ideas.

1. Participants’ level of knowledge: The survey revealed that the participants had 
a basic understanding of ML and were familiar with a few applications. Some 
participants had only used ML applications privately and for selected purposes. 
In a professional context, no ML application was currently used by the surveyed 
employees of the agency, nor was the introduction of an application imminent. 
Some ideas for ML applications in a business context were already proposed by 
the participants at the beginning of the workshop. 

2. Impulse lecture: As part of the talk, typical ML learning tasks were presented 
to the participants along the dimension “ML learning tasks” (see Fig. 2), as well 
as a variety of potential applications in their subject domain (cf. Figure 3). 

3. Brainwriting: During the workshop, participants from various specialist depart-
ments (including air quality, water management, nature conservation, and 
climate) developed a total of 21 ideas for ML applications in their fields of 
work in approximately 2 ½ hours. 

4. Discussion: It turned out that a high number and outstanding quality of the 
possible ML application scenarios were developed by the workshop participants. 
The identified application scenarios were classified and structured afterwards. 
Using the dimension “ML learning tasks” as classifier (see impulse lecture) 
helped to group similar learning tasks together. A strong interest in applica-
tion scenarios relating to the automatic generation of texts, which had not been 
covered in advance by the talk, was expressed by the participants during the 
discussion. As a result, these application scenarios were also considered in the
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Table 1 ML application scenarios developed using the brainwriting method (extract) 

No Brief description Type of learning 
task 

1 Creation of water level forecasts for various rivers; nationwide in real 
time 

Forecast 

2 Recording of living roofs. Or in general: classification of roofs using 
aerial photos according to predefined categories 

Classify 

3 Prediction of the distribution of known species in an area or prediction 
of known invasive species 

Forecast 

4 Outlier detection in time series with environmental measurement data 
(e.g., air and water quality) for downstream and further analyses 

Anomaly 
detection 

5 Interpolation of point data for spatial analyses of environmental data 
(e.g., air and water quality) 

Regression 

6 Determination of aquatic organisms in water samples for the 
identification and quantification of these organisms 

Classification 

7 Recognizing photos with data protection-relevant content to anonymize 
or not publish these photos in the following step when data protection is 
violated 

Classification 

8 Generation of scientific and generally understandable text snippets to 
support publishing of documents for the agency in the context of public 
relations work or public statements 

Language model 

9 Generation of textual descriptions for charts to support publishing of 
documents for the agency in the context of public relations work as well 
as to support accessibility 

Language model 

10 Generation of automatic or semi-automatic translations of texts into 
“easy language” to support the accessibility of documents 

Language model 

subsequent analysis. Some of the proposed application scenarios could not be 
solved using ML methods; these scenarios were excluded from further consider-
ations after the workshop. In Tab. 1 an excerpt of the ML application scenarios 
developed is shown.

5. Evaluation of the scenarios:The previously discussed ML application scenarios 
were evaluated by the participants using the evaluation matrix in a second step. 
The aim of the evaluation was to find application scenarios with a high benefit (cf. 
Figure 4: contribution to success) that also solve a relevant problem (cf. Figure 4: 
need for action). 

4.2 Second Analysis Workshop: Agreement 
on the Application Scenarios and Defining Objectives 

In the second workshop, the application scenarios were finally evaluated and prior-
itized by the participants and two application scenarios were selected for further
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action. A comprehensive requirements analysis was carried out for these selected 
scenarios during the workshop. The second workshop involves the following steps: 

1. Preparation of the ML Application Scenarios: In preparation of the 2nd work-
shop, the previously selected ML application scenarios from the 1st workshop 
were evaluated from the perspective of the (research) project regarding the dimen-
sions of innovation and feasibility/project relevance (cf. Figure 4 right). From the 
application scenarios that achieved at least a medium rating from the users and 
researchers, four were selected, and a brief description was created beforehand. 
These descriptions included the following topics: “description of the application 
scenario verbatim”, “learning task”, “data sources”, “approach strategy”, “obsta-
cles and restrictions”, and finally “questions for the agency/organization”. This 
preparation aimed to achieve a common understanding of the selected applica-
tion scenarios with the users of the considered agency and was sent to them 
beforehand. 

2. Discussion and final selection of the ML application scenarios: During the 
workshop, a common understanding of the ML application scenarios based on the 
brief description was achieved through discussion with the users. This discussion 
was crucial for the subsequent final selection of ML application scenarios. From 
the four remaining application scenarios, the participants selected two that would 
generate a high benefit (contribution to success) and also solve a relevant problem 
(need for action). The scenarios with the numbers 3 and 9 (see Tab. 1) have been 
selected. 

3. Identification of goals and requirements for the application scenarios: An 
ML/use case canvas (cf. Figure 5) was used and developed with the workshop 
participants within 2 h. During the discussion, it became clear that there was a 
need to modify the ideas from the first workshop, specifically the content of the 
learning task, although the type of learning task was not altered. 

4.3 Third Analysis Workshop: Specific Requirements 
Analysis (Technical Concept) 

The technical concept for the previously selected application scenarios, consisting 
of requirements and use cases as well as a technical concept, is developed in the 3rd 
workshop. For this purpose, a specific requirements analysis is conducted with the 
participants, which includes the following steps: 

1. Preparation of the ML/use case canvas: The completed canvas from the 2nd 
workshop was transcribed and analyzed in preparation for the final workshop, 
i.e., it’s checked for completeness, enhanced, consolidated, and prepared for the 
following analysis. A summary of the two application scenarios is shown in 
Fig. 7.

2. Final agreement (final specification of the application scenarios): A 3rd work-
shop is being prepared to conduct a specific requirements analysis with the users.
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Scenario: “Predicting the distribution of 
known species...” (No. 3) 

Benefit: Prediction of the species distribution 
of diatoms at monitoring sites to optimize 
the water sampling strategy 

Learning task: Prediction of a distribution 
(diatoms in this case) for monitoring sites 
(waters sections in this case) 

Stakeholder: relevant department can opti-
mize the work tasks of employees; relevant 
employees may be less burdened 

Processes: Affects the existing sampling 
strategy process 

Requirements: Consideration of all monitor-
ing sites covered by Water Framework Di-
rective (WFD); user-friendly UI 

organizational conditions: State agency has 
data sovereignty over data for the relevant 
monitoring sites  data acquisition is sim-
plified. 

Features and data collection: will be finalized 
during the 3rd workshop. 

Impact simulation: influence on the sampling 
strategy; “wrong” measuring points may 
be sampled, cost savings. 

evaluation of success: A scientific study of 
the correctness of this new method is nec-
essary. I.e. new sampling strategy vs. old 
sampling strategy 

Scenario: “Generation of textual descrip-
tions for diagrams ...” (No. 9) 

Benefit: Time savings when creating “ge-
neric” texts to describe illustrations (e.g. 
charts) and increased accessibility. For ex-
ample, when creating the monthly climate 
report 

Learning task: Training of a specific large 
language model (LLM) with sample texts 
from the state agency. 

Stakeholder: respective users in the depart-
ments who write such texts 

Processes: existing dual control strategy re-
mains in place; existing data pipeline (e.g. 
R scripts) remains in place 

Requirements: The language model only ver-
balizes the pre-selected and pre-evaluated 
data. There is no image recognition to ex-
tract data from a diagram. 

organizational conditions: Preservation of 
data sovereignty and integrity of the IT in-
frastructure is crucial (on-premises solu-
tion) 

Features and data collection: Sample texts 
are available; existing “R scripts” can be 
used as input. 

Impact simulation: Employees can be re-
lieved of the routine creation of texts. 

evaluation of success: Expert users are still 
responsible for the final editorial control of 
the generated texts. These people also 
carry out a review. 

Fig. 7 Summary of the transcribed ML/use case canvas 

The previously selected and enhanced application scenarios with their elabo-
rated specifications will be finally assessed. To achieve this, the existing busi-
ness processes and domain procedures will be analyzed (this includes IT infras-
tructure, application view, and process view). The entire application scenario is 
broken down into sub-problems, and an ideal process is defined for each sub-
problem. This is followed by proposing solutions for each sub-problem and 
specifying their requirements. The results of this analysis will be summarized 
in a concept paper (technical concept), where benefits for the test users are also 
outlined.

3. Involvement of management: Support from top management has yet to be 
obtained.
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5 Summary and Outlook 

The proposed approach outlines the essential steps for identifying ML application 
scenarios in organizations. These steps are particularly crucial for the successful 
design, implementation, and realization of an ML solution. This work is motivated 
by the lack of such a method in existing research. To close this gap, this paper 
proposes an approach for the systematic identification of ML application scenarios 
in organizations. This proposed method was successfully applied in a state environ-
mental agency in Germany. The presented method contributes to methodological 
approaches for planning and designing ML solutions. The authors believe that this 
method is also applicable to other domains that require a high degree of creativity 
through user input, while also consideration the contribution to success and the need 
for action. 

With the presented case study, this method has proven its effectiveness in practice, 
as well as in two other case studies. It has been shown that this method can help 
develop ML solutions for organizations by focusing, in the first stage of the analysis, 
on specific ML application scenarios that can support or improve typical workflows 
or business processes. Additionally, involving future users at an early stage of the 
process helps to demonstrate the benefits of using ML technology in their daily 
business. Furthermore, points of contact have been identified for the subsequent 
introduction of the ML solution in considered organization. 

After the final specification of the ML application scenarios is completed, an 
initial prototype of an ML platform for environmental data will be developed in 
collaboration with the respective users. Thus, the identified and selected application 
scenarios will be generalized to enable the transfer of desired ML solution approaches 
to different organizations. Using the (environmental) data provided by considered 
organization, a suitable ML architecture will be developed, and ML models will be 
created for their respective use cases. After a successful evaluation, it’s planned to 
test and evaluate the transferability of these generalized ML solutions with the other 
project partners form other federal states of Germany. 

For further practical use, the method should be expanded to include two aspects: a 
profitability analysis and a risk analysis. Incorporating a profitability analysis into the 
potential analysis method helps to assess the financial impact and expected benefits 
of the identified ML applications, enabling informed decision-making and the effi-
cient use of resources. Integrating a risk analysis into the potential analysis method 
would help to identify and assess potential problems at an early stage, enabling 
more informed decision-making and increasing the chances of ML projects being a 
success. 
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A Geo-Parser for German Documents 
with Environmental Context 

Nicolas Doms , Thorsten Schlachter, and Lisa Hahn-Woernle 

Abstract Environmental information is often bound to some geographic entity, be it 
continent, country, city, or a smaller entity like a forest or a water body. Consequently, 
documents with environmental context also contain geographic entities. A geo-parser 
can help to understand what geographic information is present in the document. This 
information can then be used to display the geographic entities on a map, to group 
related data as a facet in an internet search, or to enable links between these documents 
to other documents that refer to the same geographic entity. 

There have been numerous geo-parsers in the past, however, none of them 
dealt explicitly with German documents with environmental context. This scenario 
features a number of challenges that will be explained before a solution is proposed 
in this publication. As the geo-parser requires some sort of a reference dataset with 
geographic names and geographic areas, different datasets are analyzed before the 
most fitting one is picked for the implementation. Furthermore, an evaluation dataset 
containing pre-tagged geographical entities is created and presented briefly, before 
the proposed solution is evaluated against the very same dataset. 
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1 Introduction, Motivation, and Structure of This 
Publication 

The German state Baden-Wuerttemberg has initialized a digitalization strategy called 
“digital.LÄND” with associated research projects, including the project “Umwelt-
informationen digital 4.0” [1]. The latter has numerous goals in the sector of envi-
ronmental information, including the enhancement of metadata to increase search 
quality, a chatbot specialized in questions regarding the Rhine meadows of Karl-
sruhe, and a mobile application that enhances the learning trail of said meadows by 
augmented reality experiences. 

Tackling the challenge of increasing search quality by enhancing metadata, it 
can be stated that for documents or websites with environmental context, semantic, 
geographic, and time information are present for most of the cases. The challenge 
of extracting time information has been introduced in an earlier paper [2], and 
the semantic information is being extracted by using an already existing service 
(sns.uba.de). Thus, the challenge of extracting geographic information remains. 

The challenge of finding geographic information in text and resolving it into an 
explicit geometry, also known as geo-tagging, is a challenge that was repeatedly faced 
by numerous authors in the past [3, 4]. However, for documents with environmental 
context, this challenge adds a new layer of difficulty as geographic information 
does not only include cities, countries, and so on, but also mountains, water bodies, 
forests, field names, and more. Reading through the first paragraph of this chapter, 
one can find the expression “Rhine meadows of Karlsruhe” which most geo-parsers 
would probably resolve into the city of “Karlsruhe” with its corresponding geometry. 
However, the meadows that are being mentioned have a different geographic position 
that is not included in the geometry of Karlsruhe city. 

In order to correctly identify geographical information in an environmental 
context, we will develop a geo-parser that can identify different types of geographic 
information and tag them with the appropriate geometry. This parser will be 
specialized for German documents, but the principles apply to documents of any 
language. 

This geo-parser can find potential applications in different use cases. For example, 
the results page of an enterprise or internet search can display information as a map, if 
the geometries determined by the geo-parser are saved in the corresponding metadata 
fields of the search engine index. 

When presenting documents in a search results page, spatially related documents 
can be presented as a common facet, allowing the user to refine the query. 

Since to our knowledge, no pre-tagged German datasets that include environ-
mental information exist, we will also build up our own dataset for evaluation 
purposes. This dataset does not only contain geographic tags, but also TIMEX3 
annotations [5] and will be published in the future. 

Concerning the structure of this publication, Sect. 2 will show important consid-
erations regarding the technical architecture of the geo-parsers. These include the 
introduction of different reference datasets as well as the challenges when dealing
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with German text documents, resulting in a few special additions to the geo-parser 
later. 

Section 3 covers the dataset used for the evaluation of this geo-parser. As this 
is subject to another publication, this introduction is kept rather short, but all the 
important steps from building up the dataset to the structure of the resulting dataset 
are explained. 

The technical architecture and implementation of the geo-parser is covered in 
Sect. 4. This also includes an explanation of the comprehensive classification service 
(explained later), a short exploration of the chosen reference dataset, as well as an 
overview of the tagging logic. 

The performance of the geo-parser is then evaluated in Sect. 5. Expressions that 
the parser cannot currently tag correctly are also analyzed before Sect. 6 finally 
summarizes the results and highlights implications for the future. 

2 Considerations and Technical Implementation 

This section is subdivided into three subsections that deal with different design 
aspects of the geo-parser. Subsection 2.1 compares different datasets that are available 
for usage. These datasets contain the geographic information needed to display the 
geographic entity on a map, as well as the names associated with it. 

Subsection 2.2 shows some challenges that have been faced while building up the 
parser. Some of these are language specific, others might also be present in other 
languages. 

2.1 Choosing a Gazetteer 

Geo-tagging requires some sort of a lookup table, known as a gazetteer, that contains 
the geographic names that need to be recognized as well as the corresponding 
geographic information. A single entry in a gazetteer is also known as a toponym, 
representing a geographic entity in the real world. For the German language, a number 
of datasets are available that feature different advantages and disadvantages. Some 
of them will now be presented. 

2.1.1 GeoNames 

GeoNames is a geographical database that contains over 25 million geographical 
names from all over the world. The data originates from different sources, mostly 
websites of governmental nature. For Germany, this includes the German Federal 
Agency for Cartography and Geodesy which is also mentioned later in this paper. 
This dataset is licensed under the Creative Commons Attribution 4.0 License [6].
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The data is split up into different countries, where each country has its own text 
file (.txt). There are almost 200,000 geographical names for Germany—including 
forests, bays, water bodies, etc. However, this dataset only contains the coordinates 
of the center of the corresponding entity, not the shape of the area itself. Therefore, 
the corresponding toponym can not be displayed with its whole area on a map. 

2.1.2 OpenStreetMap 

OpenStreetMap is a project established in 2004. The project tries to build up a map 
of the entire world, including houses, water bodies, railways, etc., by letting its users 
contribute and cross-validate its data. Currently, there are 8 million user accounts 
registered on OpenStreetMap. The data itself is usable under the Open Database 
License 1.0 [7]. 

While this dataset is vast and freely usable, it comes in its own data format (.osm). 
To use it in a different application, this data needs to be opened and queried in a tool 
like Osmium before being exported in a more standardized data format. 

2.1.3 Gn250 

The German Federal Agency for Cartography and Geodesy (Bundesamt für Kartogra-
phie und Geodäsie, BKG) offers various geographical data services. This includes 
the dataset “Geographische Namen 1:250 000” (engl. “Geographical Names 1:250 
000”). It is licensed under the Open Data policy [8]. 

This dataset contains over 160,000 geographical names with the corresponding 
shapes of the area as boundary boxes. Also included is a categorization of the 
geographical name (water bodies, railways, forests, cities, …) and a hierarchical 
structure for cities, districts, states, etc. As this data is authoritative, a high precision 
can be expected. 

The data is available for download in either shape or.csv format and can therefore 
be consumed directly after downloading. 

2.1.4 Conclusion for Reference Dataset 

All three presented datasets come with their own advantages and disadvantages. 
While GeoNames is very extensive and easily accessible, it does not include the 
necessary geographic area data to display the corresponding entities on a map, 
eliminating it as a candidate for this geo-parser. 

OpenStreetMap has a high user count, which ensures both a high actuality of the 
data as well as a good precision because of the cross-validation. 

The GN250 dataset contains exactly what is required for this geo-parser, already 
providing a good categorization and hierarchical structure in the data. Made available 
as either shape or.csv file ensures that this data can instantly be used and updated.
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Both of these datasets (GN250 and OpenStreetMap) are strong candidates for this 
geo-parser with their very own smaller advantages and disadvantages. In the end, 
GN250 has been chosen over OpenStreetMap as its authoritative nature ensures a 
higher data consistency and therefore quality over the crowd-sourced OpenStreetMap 
data. 

2.2 Challenges of Identification of Geographic Entities 

When trying to identify geographic entities in a text, a number of challenges arise. 
One challenge which is not language specific are homonyms. For example, there 

exists a village called “Luft” in Germany. However, “Luft” also means “air” in 
German. When analyzing text that contains the expression “Luft”, the geo-parser 
must decide if the semantic meaning is the village or something different. 

Another non-language-specific challenge are different geographic entities that 
share a name. An example would be “Karlsruhe”, which can be a city or a district 
(or even an administrative district, a larger structure than a district). “Neustadt” is a 
geographic name that, without further context, appears over 40 times in Germany. 
Resolving these names into the correct geographic entity will certainly pose another 
challenge. 

As the chosen language for this geo-parser is German, one of the language-specific 
challenges includes the different word endings depending of the case used in the 
sentence. For example, the geographic entity “Schwarzwald” (engl. “Black forest”) 
might appear as “Schwarzwalds”, “Schwarzwaldes”, or even “Schwarzwälder” in the 
text, depending on the context. As all of these point to the same geographic entity, 
the corresponding expression needs to be reduced to its stem form before trying to 
assign the geographic tag. 

3 Evaluation Dataset 

As mentioned in Sect. 1, to our knowledge, a fitting dataset that can be used for 
evaluation currently does not exist for this use case. Therefore, we had to build it up 
ourselves. 

Since this dataset does not only contain geographic tags, but also time tokens 
annotated by TimeML guidelines, and as this dataset features a unique subject as 
it contains only documents with environmental context, the dataset will be fully 
explained in a future publication. This dataset will also be extended in the future to 
provide an even larger basis for the evaluation of models that extract and/or normalize 
time and/or geographic information. 

However, as this dataset is still being used for the evaluation of this geo-parser, 
we will briefly present what kind of documents it consists of in Subsection 3.1. In
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Subsection 3.2, the method of annotation is explained before Subsection 3.3 shows 
the structure of the resulting evaluation dataset that has been used for this parser. 

3.1 Publication Service (PUDI) 

The “Publikationsdienst” (engl. “Publication Service”), or in short PUDI, is the 
publication service of the Baden-Wuerttemberg State Institute for the Environment. It 
contains about 3000 publications dealing with different environment topics, including 
topics like water, air pollution, or radioactivity [9]. 

These documents come in different shapes and formats: some are posters that 
show different information on the corresponding topic mostly visually, some are 
official reports containing around 200 pages of facts and figures, and some might be 
smaller flyers that contain local information for a specific region. 

Most of the 3000 publications are accessible as a PDF. The documents are supple-
mented by some metadata entered manually by the respective editors, e.g. the date 
of publication and the environmental topics to which it relates. 

3.2 Annotation of the Dataset 

To help with the annotation of the dataset, we have implemented a small tool. It 
consists of a graphical user interface where a directory of documents can be displayed. 
A single document can then be selected and annotated. Figure 1 shows the user 
interface of this tool.

The tool allows the annotation of both geo-tags, requiring the selection of 
a geographic entity of the aforementioned reference dataset GN250, as well as 
the annotation of a TIMEX3 expression. Validation logic checks if the tags are 
well-defined. 

To indicate a geographic entity in the text, the tool adds inline XML tags as 
per SpatialML definition [11]. These are similar to the TIMEX3 expression logic: 
geographic expressions are surrounded by a leading < PLACE > and a closing < / 
PLACE > tag. The leading < PLACE > tag contains attributes describing the exact 
geographic entity that the geographic expression is referencing. 

In order to provide a dataset of sufficient quality, all documents are individually 
annotated by three different human annotators. The proposed annotations are then 
compared, discussed, and finally harmonized.
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Fig. 1 User interface annotation tool

3.3 Structure of the Evaluation Dataset 

As mentioned before, for the evaluation of the geo-parser, only an excerpt of the final 
dataset has been used so far. However, as this dataset already contains a sufficient 
amount of different geographic expressions, this is a good indication of how the 
geo-parser performs. 

To put it into numbers, the geo-parser has been evaluated on a set of 10 documents. 
These documents contained a total of around 600 annotated geographic expressions. 

Depending on the environmental topic that the document covered, the annotated 
tags have a different composition. For example, if the document deals with water or 
water quality, tags with rivers, seas, and other environmental categories have been 
tagged about as often as cities, districts, and other structures. For the topic of air or 
air pollution, a disproportionally high number of cities have been tagged, while there 
are only some tags with environmental entities like forests or parks. 

When the 10 documents for the evaluation of this geo-parser have been assembled, 
documents with topics that promote the usage of tags of the environmental category 
have been preferably chosen over topics that presumably not feature many of these 
tags in order to accurately test the capabilities of this parser.
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4 Technical Architecture and Implementation 

As previously mentioned, this geo-parser is meant to be a part of a classification 
service that also recognizes and normalizes semantic (environment-specific) and 
temporal expressions. Therefore, the question of what architecture will be used to 
implement this geo-parser has already been answered. This is swiftly covered in the 
upcoming Subsection 4.1. 

Afterward, Subsection 4.2 covers the structure of the reference dataset as well 
as data preparation steps in order to resolve some of the challenges mentioned in 
Subsection 2.2, before the final tagging logic is presented in Subsection 4.3. 

4.1 Technical Architecture 

The geo-parser has been implemented as part of a Java-based microservice, which 
is accessible via a REST interface. A user can place a POST-request at the service 
and optionally split up the document into different parts (title = title of document 
or website, body = content of document or website, path = e.g. URL of website or 
breadcrumbs of webpage/document, abstract = short abstract of document) which all 
receive a different weight factor. These weights can be provided by the user and will 
receive a default value if the user does not provide them. The classification service 
will then run all three subservices and return each classification result separately as 
part of a JSON document. Figure 2 shows what this request would look like. 

This architecture allows the usage of the classification service from anywhere. 
For example, a web crawler can use it to enrich crawled documents with additional 
metadata, the web front end can then use the very same classification service to 
classify search requests from users. Afterward, the results are compared.

Fig. 2 Interaction with the classification service 
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The classification service can also be used by the editors of the publication service 
(explained in Subsection 3.1) to provide some proposals for the metadata. The editors 
can then either accept the proposed metadata tags or exchange them for other stan-
dardized tags. This will leverage the comparability between different systems and 
allow cross-reference between them. 

4.2 Structure of the Reference Dataset and Data Preparation 

As mentioned in Subsection 2.1, the GN250 dataset also comes with a categorization 
of the geographic entities. For cities, districts, and so on, these entities naturally come 
with a hierarchy. For example, districts are made up of several cities, a state consists 
of multiple districts, and so on. Figure 3 shows the hierarchical structure. 

There are more categories in the GN250 dataset than displayed here—these are 
the categories for environmental entities like forests, water bodies, etc. These are 
summarized as “Sonstige” (engl. “Others”) in Fig. 3.

In order to mitigate the language-specific challenge of different word endings, the 
Stanza library [10] with the German language model is used in this geo-parser. This 
library allows the usage of “Pipelines”, which apply different transformations to the 
text that is being inserted. We will use the “Lemmatization” module to transform 
each token into its corresponding lemma, or base form.

Fig. 3 Hierarchical 
structure of the categories 
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4.3 Tagging Logic 

We use a rule-based approach to determine the correct geographical entity. To help 
understand the logic, we will assume our reference dataset has three entries: “Frank-
furt am Main”, “Frankfurt an der Oder”, and “Heidelberg”. We will show what 
happens with these entries over the course of this subsection. 

To speed up the lookup process, we will extract the first words of all geographical 
entities and put them into a dictionary as keys, adding all their possible values as a 
list of strings to their corresponding key. The value-list is then sorted descending by 
the number of tokens. We now have the dictionary geoFirstWords with the following 
key-value-pairs: 

• “Frankfurt” → [“Frankfurt an der Oder”, “Frankfurt am Main”], 
• “Heidelberg” → [“Heidelberg”]. 

The parser then looks up every normalized word of the text in geoFirstWords. If  
a key is found, the logic displayed in Fig. 4 applies. “Hierarchical Matching” means 
that every value from the corresponding list of strings is matched against the text, 
starting with the value with the most tokens. So if the parser finds the key “Frankfurt”, 
it first builds up a string with “Frankfurt” and the next three tokens and compares 
it to the value “Frankfurt an der Oder”. If this is not successful, it concatenates 
“Frankfurt” with the next two tokens and compares it to “Frankfurt am Main” and 
so on. 

If no single matching value is found, the most recently tagged geographic entity is 
chosen and a distance function to all possible values is calculated. Then, the minimum 
of these values is chosen as tag. In the possible case that there are no prior tags (for

Fig. 4 Tagging logic
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example at the beginning of the document), this tag is marked and resolved with the 
next fully resolved geographic tag.

In case the disambiguation cannot be resolved because there are multiple entities 
with the same tokens, but in different hierarchical positions (for example: “Karlsruhe 
[City]” and “Karlsruhe [District]”), the surrounding area of the expression is searched 
for key words that help in resolving this conflict (for example: “Landkreis” [engl. 
“District”]). If no such words are found, the lowest hierarchical level is chosen. In 
this example case, “Karlsruhe [City]” would be chosen over “Karlsruhe [District]”. 

5 Evaluation and Current Challenges 

As mentioned in Sect. 3, a dataset of 10 documents with around 600 tags has been 
prepared for the purpose of evaluating this geo-parser. The evaluation is performed 
on the raw text of the documents, and the annotated tags from this geo-parser are 
then compared to the original annotation. 

Overall, this geo-parser reaches an F1-Score of around 0.88. While this is a satis-
factory result, it is worth looking at what is keeping this parser from performing even 
better. 

From the challenges mentioned in Subsection 2.2, the geo-parser seems to have 
next to no issues with both the challenge where the same geographical name can 
refer to different geographic entities as well as the language-specific challenge with 
different word endings. It does however struggle with homonyms. 

Currently, possible homonyms have been extracted by comparing the GN250 
reference dataset to an OpenThesaurus dictionary of German words. Expressions that 
exist in both datasets have been extracted, annotated manually, and fed to a neural 
network that tries to classify whether the presented expression is a geographical entity 
or not. However, these expressions seem to be too difficult to accurately predict by 
the neural network, resulting in wrong predictions by the geo-parser. 

Another challenge that has not been mentioned before are composite words that are 
typical for the German language. For example, the expression “branch of the Rhine”, 
where a geo-parser would most certainly identify “Rhine” as a geographic entity, 
translates to “Rheinarm” in German. Splitting up these composite wordss would 
help in identifying the geographic entity, but at the same time, it would create even 
more possible homonyms that would need to be predicted by the model mentioned 
in the previous chapter. As long as this model does not improve, it is probably not 
advisable to do so. 

Lastly, this geo-parser is heavily dependent on the quality of both the OpenThe-
saurus dictionary (as this is needed to identify possible homonyms) as well as the 
GN250 dataset. Missing data in the prior may result in markups of non-geographic 
expressions as geographical entities by the parser, while missing data in the latter 
will lead to no markups at all for these specific expressions.
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6 Conclusion and Future Work 

This paper has shown what kind of geographical information is included in documents 
with environmental context and how a geo-parser specifically for this use case can 
be implemented. 

As this geo-parser has been implemented for the German language specifically, in 
addition to challenges like homonyms and shared names across different geographic 
entities, we also had to tackle language-specific challenges like getting the base form 
of a word in order to maximize the recognition of the geo-parser. Different reference 
datasets with geographical names have been analyzed, and the presumably best one 
for this use case has been chosen. 

After building up a dataset that can be used for the evaluation of this and other geo-
parsers, the architecture of this parser has been aligned with existing infrastructure in 
order to assure a smooth implementation. The reference dataset has been explored, 
and finally, the tagging logic itself has been implemented and evaluated. 

As shown in the evaluation section, this parser can recognize all sorts of geographic 
entities as featured in the GN250 dataset at a satisfying accuracy. These entities 
are recognized with their corresponding area, enabling the display in maps, the 
comparison of areas, or even a geographical drill-up into the next largest hierarchical 
structure. 

Regarding the evaluation dataset, the number of documents and therefore the 
number of tokens will be increased. There will be a separate paper explaining the 
annotation process and final results in detail in the near future. As mentioned earlier, 
this dataset features both geographical as well as temporal expressions for German 
documents, specifically for those with environmental reference. 

The environment domain has been chosen specifically as a high occurrence of 
toponyms which are not city names (like forests, rivers, other points of interest in 
nature) has been expected for this domain, posing a bigger challenge for the geo-
parser. However, these results can be applied to other domains. This might require 
additional domain-specific information in the gazetteer (for example: power plants 
for the energy domain), but should work out-of-the-box for a lot of German toponyms. 

As Large Language Models (LLM) become increasingly popular for natural 
language processing tasks, an LLM-based approach might also perform well on the 
recognition of geographic names in text. However, it should be noted that a gazetteer 
is still required to resolve the recognized geographic names into their corresponding 
toponyms. 

The geo-parser itself will be used in the classification service shown in Fig. 2. 
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Low-Cost Air Quality Sensor Nodes 
in a Network Setup: Using Shared 
Information to Impute Missing Values 

Theodosios Kassandros , Evangelos Bagkis , and Kostas Karatzas 

Abstract Low-Cost Air Quality Sensor Nodes (LCAQSN) are being widely 
deployed across numerous cities worldwide as a new way for assessing air quality. 
Despite facing challenges related to accuracy and consistency, these nodes offer 
valuable insights, substantially reducing the costs associated with monitoring air 
pollutants. A significant hurdle to address is the occurrence of missing values. In 
this study, we hypothesize that a network of LCAQSN within the same urban envi-
ronment can effectively retain and utilize shared information to accurately impute 
missing values, even in cases with substantial gaps in the time-series data of individual 
nodes. Employing various Machine Learning techniques, our analysis reveals that 
a network comprising 26 LCAQSN in the Greater Thessaloniki Area, Greece, with 
40.93% missing values, can achieve an imputation accuracy of 0.7 R2 on a simulated 
test set of 10% of missing values. These findings exhibit great promise and unveil 
numerous opportunities for leveraging LCAQSN networks further, including data 
fusion and downscaling applications. 

Keywords Air Quality · Sensors · Imputation ·Machine Learning 

1 Introduction 

Air pollution is a persistent environmental problem presenting a significant challenge 
in urban environments, impacting millions of people worldwide. In 2019, outdoor air 
pollution was estimated to be responsible for approximately 4.2 million premature
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deaths [1]. Much of this mortality is specifically attributed to fine particulate matter, 
i.e. to those particles with a mean aerodynamic diameter of less than 2.5 µm (PM2.5), 
penetrating deep into the lungs and posing severe health risks. Despite significant 
efforts that reduced mortality by 41% from 2005 to 2021, premature deaths in the 
EU attributable to PM2.5 remained alarmingly high at 253,000 in 2021 [2]. The 
persistence of these high mortality rates underscores the urgent need for innovative 
solutions in air quality monitoring. 

Data on air quality (AQ) are routinely collected from official, ground-based moni-
toring stations. These networks, commonly developed and managed by national 
environmental agencies, provide robust and precise information on AQ concentra-
tion levels. In Europe the European Environment Agency (EEA) is an organization of 
the European Union (EU) responsible, among others, for delivering data to support 
Europe’s environment and climate goals. On this basis, the EEA oversees a network 
comprising over 4000 stations operating in European countries, dedicated to moni-
toring the exceedance of AQ limits [3], as stipulated by EU directives [4], to protect 
human health and equip decision-makers with the necessary data to implement effec-
tive mitigation strategies. Although these reference AQ stations deliver precise read-
ings, their associated high costs and intensive maintenance demands restrict the 
number of measurement points. This limitation makes it difficult to achieve a compre-
hensive representation of AQ values across diverse areas within urban environments, 
highlighting the necessity for more accessible and versatile measurement methods 
[5]. 

In response to these limitations, the past few decades have seen the emergence 
of Low-Cost Air Quality Sensor Nodes (LCAQSN), designed to fill the gaps left 
by sparse reference station networks [6]. These sensors not only offer real-time 
measurements at a reduced cost but also enhance spatial coverage, accessing areas 
previously beyond the reach of conventional methods. However, despite their bene-
fits, low-cost sensors frequently exhibit shortfalls in measurement quality, a concern 
thoroughly documented in literature [7]. To mitigate these accuracy issues, a range of 
studies have proposed various calibration techniques, employing in-situ, data-driven 
approaches [8] and capitalizing on advances in Machine Learning [9]. 

Although extensive research has been conducted on calibrating and enhancing the 
accuracy of LCAQSN, addressing the problem of missing values has received rela-
tively little attention. LCAQSN networks frequently face problems such as commu-
nication failures, power shortages, and malfunctions, including sensor faults and 
network disruptions. These challenges often lead to significant gaps in the time-series 
data, complicating the maintenance of a sufficient number of nodes in the network. 
This is necessary for applying methods which enhance the spatial resolution of air 
quality mapping, like data fusion techniques [10]. 

Handling missing values is a critical step in time-series analysis and the construc-
tion of predictive models, and extensive research has been conducted in this area. 
Machine learning has proven to be a powerful tool for such tasks, with methods 
such as k-NN, MICE, Random Forest, and XGBoost being the most prevalent in the 
field [11]. In a comparative study, Shaadan and Rahim concluded that Kalman filters 
combined with ARIMA modeling are the best methods for imputing PM10 values,
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achieving an R2 of 0.75 for datasets with 20% missing values [12]. Agbo et al. 
proposed a novel technique called Best Fit Missing Value Imputation (BFMVI), 
based on the k-Means algorithm, for imputing missing values from an Internet of 
Things air quality sensor network. Their study demonstrated that the imputed dataset 
provided better calibration [13]. Additionally, several studies have utilized networks 
of sensors to address missing values: one used Gaussian Processes [14], another 
employed multiple techniques such as k-NN, MICE, and missForest, and a third 
applied Deep Matrix Factorization [15]. 

The present study aims to utilize the shared information within an LCAQSN 
network to impute missing values from sensors based on data from operational ones. 
We hypothesize that in a given area, the information from functioning nodes can be 
used to estimate the values at locations with missing data. To test this hypothesis, we 
develop a spatio-temporal model and compare various machine learning methods. 

2 Materials 

Data were collected from a network of 26 LCAQSN, as part of the KASTOM project 
in the Greater Thessaloniki Area (GTA) [Fig. 1; http://app.air4me.eu/city/thessalon 
iki/sensors]. KASTOM is an operational platform designed for the systematic moni-
toring and prediction of air quality. It utilizes, among other technologies, an Internet 
of Things (IoT) infrastructure to deliver relevant information to stakeholders and the 
general public. The GTA is the largest urban area in Northern Greece, home to over 
1,000,000 residents and characterized by a Mediterranean climate with warm, dry 
summers and cold, wet winters, interspersed with cold air masses [16]. From 2009 
to 2022, there was only one year in which the pollution levels did not exceed the EU 
limits for PM10, while exceedances of other major pollutants have continued to be 
observed.

Each node within the network measures particulate matter concentrations across 
three size categories—coarse (PM10), fine (PM2.5), and ultra-fine (PM0.1)—utilizing 
an optical particle counter sensor (Manufacturer: Plantower, Model: PMS5003). 
Meteorological parameters such as temperature (T), relative humidity (RH), and 
barometric pressure (P) are also monitored, employing sensors from Bosch Sensortec 
(Fig. 2).

The LCAQSN network is communicating the measurements through a LoRaWAN 
(Long Range Wide Area Network) protocol. The focus of this study is on imputing 
missing values for PM2.5 during the period from April 1, 2020, to December 31, 
2022. During this time, a significant portion of the data was missing, with 40.93% 
unrecorded as indicated by individual node analysis (Fig. 3).

It is evident that missing values in the dataset primarily arise from three distinct 
factors. Firstly, the complete failure of the information system results in the absence 
of data, rendering any imputation efforts unfeasible due to the total lack of available 
information. Secondly, delays in deployment or premature removal of sensors create

http://app.air4me.eu/city/thessaloniki/sensors
http://app.air4me.eu/city/thessaloniki/sensors
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Fig. 1 The LCAQSN network of KASTOM in the Greater Thessaloniki Area. Nodes are marked 
in red and LoRaWAN gateways in purple

Fig. 2 Examples of installed LCAQSN nodes of the KASTOM project in the field

extended periods of missing data, posing significant challenges for accurate imputa-
tion. Lastly, spontaneous missing values, likely caused by communication or power 
issues, represent the most manageable scenario for data replication, as these gaps are 
typically shorter and more sporadic.
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Fig. 3 Missing Values (black) for every LCAQSN in the GTA. Rows represent days and columns 
represent different LCAQSNs

3 Methods 

Three different imputation techniques were applied to address missing values. The 
first technique applied was simple mean imputation, which serves as a reference 
method. In this approach, missing values are replaced with the mean value of the 
observed data for that variable. While this method is straightforward to implement, it 
does not account for any underlying patterns or relationships within the data, which 
can lead to biased estimates and reduced variability. 

The second technique utilized was k-Nearest Neighbors (k-NN) [17]. This method 
imputes missing values based on the values of the k-nearest data points, identified 
using a distance metric such as Euclidean distance. By considering the similarity 
between observations, k-NN can provide more accurate and contextually relevant 
imputations compared to simple mean imputations. However, the effectiveness of 
k-NN depends on the choice of k and the nature of the data. The k-NN imputation 
was performed using the KNNImputer from the sklearn library [18], with the number 
of neighbors (k) set to 5, after performing a grid search to optimize performance. 

The third technique employed was Multiple Imputation by Chained Equations 
(MICE) [19] using the Bayesian Ridge Regression algorithm. MICE generates 
multiple imputed datasets by iteratively filling-in missing values using predictive 
models for each variable. Bayesian Ridge Regression, a type of regularized linear 
regression, is used to create these models, incorporating prior distributions to improve
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estimates. This method accounts for the uncertainty of the imputations and provides 
a more robust solution, especially for complex datasets with intricate relationships 
between variables. MICE employed using the IterativeImputer class from the sklearn 
library, with a maximum of 10 iterations and a fixed random seed (random_state = 
0) was used to ensure reproducibility of results. 

All methods were evaluated using the tenfold Random Cross-Validation tech-
nique. To ensure a robust assessment, an additional 10% of missing values were 
artificially introduced to the dataset, which already contained real missing values. 
Consequently, the dataset used for modeling had a total of 50.93% missing values. 
After imputing all missing values, the results were validated specifically on the 10% 
of artificially created missing values to assess the accuracy and robustness of each 
imputation technique. 

We evaluate the performance of our imputation models using several metrics. The 
R-squared (R2) value measures the proportion of variance explained by the model. 
The Root Mean Square Error (RMSE) and Mean Absolute Error (MAE) assess the 
accuracy of predictions by calculating the average differences between observed 
and predicted values. The Pearson correlation coefficient indicates the strength and 
direction of the linear relationship between observed and predicted values. Finally, 
the Index of Agreement (IA) gauges the overall agreement between the observed and 
predicted values, providing a comprehensive assessment of model performance. 

4 Results and Discussion 

Table 1 shows the results achieved by the imputation methods based on the artifi-
cially generated data gaps and can be considered a robust way of estimating their 
overall performance. It is evident that the MICE and k-NN algorithms exhibit strong 
performance, with MICE showing the best metric values overall. In contrast, the 
simple mean imputation, used as a basic reference method, performed poorly and 
did not yield satisfactory results. Therefore, in further analysis, we will exclude the 
mean imputation method from consideration. 

Figure 4 illustrates the performance of the two most efficient algorithms in relation 
to the percentage of missing values per station. Initially, it can be observed that there 
is no clear relationship between the percentage of missing values and the performance 
metrics. For example, even a node with 72% missing values demonstrates very high 
performance in terms of R2 values. Conversely, there are instances where nodes

Table 1 Evaluation of imputation techniques performance for PM2.5 

Method R2 RMSE Pearson MAE IA 

Mean 0.03 38.46 0.18 26.17 0.21 

MICE 0.73 21.35 0.84 11.21 0.91 

k-NN 0.70 21.41 0.84 10.13 0.91 
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with a lower percentage of missing values exhibit lower R2 values. This generally 
indicates that the imputation process can effectively recover the “lost” information 
even in extreme cases. 

From an algorithmic performance perspective, k-NN shows a lower R2 compared 
to MICE but consistently performs well across all nodes, never falling below 0.5. 
On the other hand, while MICE performs better in several instances, it completely 
fails for three nodes (nkastom11, nkastom12, nkastom15). This might be due to 
the iterative nature of MICE and the inherent assumptions of the Bayesian Ridge 
Regression used in each iteration, which might not have captured the more complex 
missing patterns in these nodes. On the other hand, the k-NN imputer consistently 
performed well across all nodes, likely due to its ability to base imputations on local 
information from neighboring data points, making it robust to varying missing data 
patterns. Since it does not rely on iterative processes or model assumptions, k-NN 
was more stable, even when large portions of data were missing. Consequently, the 
imputed values from the k-NN algorithm will be used for the subsequent analysis. 

Since statistical performance metrics alone may not provide a complete picture of 
the behavior of imputation models, Fig. 5 presents the distributions of concentrations

Fig. 4 Performance of imputation algorithms (R2) by percentage of missing values per LCAQSN 
in relation to PM2.5 
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before and after imputation, while Fig. 6 shows the difference in the Pearson correla-
tion coefficient between pairs of nodes before and after imputation for PM2.5 (Pear-
sonTableAfter—PearsonTableBefore). It is evident that there are minimal differences 
in the distributions of PM2.5 concentration values, therefore verifying that the imputa-
tion process not only succeeded in regenerating missing values, but the latter obeyed 
the basic distribution characteristics of the node values they referred to. In addition, 
results suggest very small changes in the Pearson correlation coefficient, which is 
particularly important considering that 50.93% of the data were missing and subse-
quently imputed. The differences in the Pearson correlation coefficient between node 
pairs were chosen for display because, in many cases, LCAQSN data are used in data 
fusion processes to produce estimates at unknown locations, where the spatial corre-
lation between nodes is of utmost importance. In our case results show that the 
Pearson correlation coefficient between estimated and real values is zero in most 
of the cases, while for the rest of the node couples it is higher after imputation in 
comparison to the situation before imputation.

In the analysis presented, Fig. 7 showcases the temporal dynamics of the sensor 
“nkastom10”, comparing raw concentration measurements with those derived from 
imputation. Although no definitive conclusions can be drawn from this visual repre-
sentation, it effectively demonstrates the consistency and trends present in the data, 
providing insight into the sensor’s performance over the specified time frame.

5 Conclusions 

The findings of this study underscore the significant potential of LCAQSN in 
preserving information and supporting the accurate imputation of missing values 
in urban air quality monitoring networks, with the aid of proper Machine Learning 
algorithms. Despite individual nodes experiencing frequent malfunctions and data 
gaps, the network as a whole can maintain data integrity and successfully fill in 
missing time-series data, even when more than 50% of the data is missing. 

Among the imputation methods evaluated, the k-NN algorithm emerged as the 
most effective and consistent technique. While the MICE algorithm showed strong 
performance in several cases, it failed for three nodes. Conversely, k-NN demon-
strated robust performance across all nodes, never falling below an R2 value of 0.4. 
These results highlight the utility of LCAQSN networks in providing high-resolution 
air quality data through effective data imputation. The successful application of k-
NN in this context suggests that it is a viable tool for enhancing the spatial resolu-
tion of air quality mapping. This capability is particularly important for data fusion 
processes aimed at producing estimates in unknown locations, where maintaining 
spatial correlation between nodes is critical. 

Moreover, this study reveals that imputation methods like k-NN are resilient even 
in extreme cases of missing data, which is encouraging for future deployment in real-
world urban environments where network malfunctions and data gaps are inevitable. 
The ability to accurately impute data even for sensors with significant losses can
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Fig. 5 Distribution of PM2.5 concentrations before and after imputation of missing values per 
LCAQSN. The horizontal axis reports the number of data points while the vertical axis their value 
density

help avoid the high costs associated with sensor maintenance and replacement, 
contributing to the scalability and sustainability of air quality monitoring systems. 

Lastly, this study focused on data imputation for particulate matter (PM2.5). 
Expanding this analysis to other pollutants and meteorological parameters could 
further validate the imputation methods and reveal different dynamics across air
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Fig. 6 The difference in Pearson correlation coefficient between pairs of nodes for PM2.5 (Pearson-
TableAfter—PearsonTableBefore). Blue indicates negative difference while red indicates positive 
difference

quality indicators. In terms of practical applications, integrating these imputation 
techniques with real-time monitoring systems could offer enhanced decision-making 
tools for stakeholders aiming to mitigate air pollution in urban environments.
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Fig. 7 Time-series comparison of raw and imputed concentration values for the sensor 
“nkastom10”. The blue line represents the imputed data, while the orange line corresponds to 
the raw measurements
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Abstract As the European Union advances towards its strategic goal of achieving 
a cleaner environment, member states are intensifying their energy efficiency initia-
tives. Among these, the integration of artificial intelligence (AI) holds consider-
able promise for enhancing sustainable energy management practices. While much 
research has focused on refining the accuracy of AI in enhancing energy effi-
ciency, less has been conducted on exploring users’ perceptions of AI. Our study 
seeks to explore the perceptions of early adopters of smart home technologies in 
Greece regarding the role of AI in future smart homes. Employing a mixed-methods 
approach, we have analyzed the views of 9 individuals, who represent a diverse range 
of living arrangements from single occupants to multi-person households. The in-
depth analysis highlights a generally positive outlook on the benefits of AI in energy 
management. Nonetheless, there is a discernible desire to balance automation and 
user autonomy within AI systems. Participants preferred AI interactions that do not 
mimic human behaviour, emphasizing the importance of retaining a home-like ambi-
ence rather than shifting towards full automation. Moreover, our findings indicate 
that the perceived benefits of AI correlate with household size, with larger house-
holds showing a greater appreciation for AI’s capacity to optimize energy usage and 
reduce expenses. These insights provide valuable implications for policymakers and 
developers aiming to customize AI solutions better to meet the needs and preferences 
of Greek households, thereby facilitating more effective AI integration in homes. 
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1 Introduction 

AI is perceived as a cutting-edge technology that can bring state-of-the-art manage-
ment techniques to ordinary households. Smart homes [2, 3], as a focal point of AI 
applications, utilize systems that automate daily tasks and optimize energy consump-
tion. AI is currently being integrated into various aspects of daily living in smart 
homes to increase home-automation [4, 5] . Devices like smart thermostats, lights, 
and security systems can be controlled remotely or set to operate autonomously 
based on user preferences and routines. Smart meters and home energy management 
systems monitor real-time energy usage, providing insights and recommendations to 
homeowners. AI can provide advanced security systems such as facial recognition, 
motion detection, and real-time alerts [3]. 

The European Union (EU) has actively promoted the adoption of smart meters 
to enhance energy efficiency and transition to a more sustainable and secure energy 
system. According to the [6] , the installation of smart meters is expected to have 
74% penetration in Europe by 2027. 

Greece, with its unique climate and abundant natural resources such as wind and 
solar energy, stands out among other European countries. These conditions make 
Greece particularly suitable for the implementation of smart homes that optimize 
energy use through integration with smart grids. Recognizing this potential, the Greek 
government has distributed smart plugs, paving the way for the widespread adoption 
of smart home technologies. Therefore, in this paper, we have on-site interview with 
Plegma Living Lab—early smart home adopter in Greece to discover the potential 
future benefits and challenges of AI in smart homes. 

In addition, due to the ubiquitous presence of AI in smart homes and other areas, 
human-centered Artificial Intelligence (HCAI) has emerged as a different perspec-
tive on AI, focusing on human needs [7] and perceptions [8–10], human-centered 
AI should be built on three levels: user, community, and society. In this paper, we 
cooperated with an existing Living Lab in Greece which it is a part of the Athenian 
community, a newly established non-profit energy community located in the munici-
pality of Attika, Greece. It provides us a unique chance to explore the HCAI concept 
from all of the three levels—user, community and society. 

Therefore, our paper starts from the users’ perspective. By understanding their 
views and experiences, we can develop AI technologies that are both innovative 
and socially responsible, ensuring a smooth and positive transition to future smart 
living environments. Based on the background of HCAI, we adopted a subject-
context-motivation [12] approach. For the subject, we select Greece’s early smart 
home adopters. We investigate their perception of AI-infused smart homes. For the 
context, we are interested in experiences of living in smart homes. For the motivation, 
we aim to investigate what the concerns, perceptions and expectations of the users 
are, in order to better understand how to design AI in a human-centered way. 

Therefore, our main research questions are: 

1. RQ1: What are the concerns, perceptions, and expectations of Greek residents 
regarding the integration of AI technologies in smart home environments?
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2. RQ2: What are the differences in acceptance and trust towards AI technologies 
in smart homes among different household compositions in Greece? 

By focusing on Greece—a Mediterranean country with unique energy chal-
lenges—On the one side, the trend towards smart homes in Greece is unstoppable. 
The government has promoted smart plugs, which have been adopted by many Greek 
families, paving the way for smart homes. Also, Greece’s unique natural resources, 
such as solar and wind energy, offer significant potential benefits for adopting smart 
home technologies and AI to optimize energy use. On the other side, the Greek 
population shows the moderate level of trust of AI and smart home technologies 
[13]. 

Therefore, our study offers insights into local Greek attitudes towards innovative 
technologies. Through 1 on 1 interview (qualitative) and data analysis from their 
energy consumption patterns (quantitative), we seek to provide a comprehensive 
understanding of perception towards AI in smart homes. 

The structure of the paper is as follows: Sect. 2 lists the related work; Sect. 3 
describes the methods; Sect. 4 analyzes the results; Sect. 5 discusses the research 
questions. 

2 Related Work 

In this paper, we mainly aim to examine users’ attitudes, expectations, and percep-
tions towards AI in smart homes. Based on our context, we formed our related work in 
three areas: User attitudes, expectations, and perceptions towards AI in smart homes, 
human-centered AI in smart homes, and social dynamics influence the perception of 
AI adoption. 

2.1 Users’ Attitude, Perception, Expectation Towards AI 
in Smart Homes 

Research has highlighted the importance of understanding users’ perceptions and 
preferences in the adoption of these technologies [14]. Users’ attitudes, perceptions, 
and expectations towards AI in smart homes are influenced by various factors [15]. 
These attitudes towards AI in smart homes are predominantly positive, with many 
appreciating the enhanced convenience and efficiency these systems bring to daily 
life [16]. The technical performance [17, 19, 20], the explainable artificial intel-
ligence(XAI) [21], the potential benefit of energy efficiency [18, 22] can impact 
residents’ attitudes towards adopting smart home technology. In [23] , he mentioned 
that the lifestyle benefits and perceived compatibility with modern living are also 
significant motivators for users adopting smart home technology. Besides, in [24],
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characteristics such as personal beliefs, energy expenses, and environmental protec-
tion values play a significant role in users’ preferences for interactions with smart 
home assistants, affecting their attitude towards proactive SHAs ( smart home assis-
tants). Studies also have shown that more engagement in AI systems enhances their 
feeling of control, perceived understanding, and usefulness of AI [16]. 

On the contrary, skepticism and concerns also persist among users [25, 26]. Privacy 
and data security are major issues, with many users wary of how their personal 
information is collected, stored, and utilized by AI systems [27, 28]. The potential 
for over-dependence on technology and the fear of AI systems malfunctioning or 
being hacked add to this apprehension. Additionally, there is a segment of users who 
are unsure about the reliability and accuracy of AI, preferring to maintain a level of 
control over their home systems rather than relying entirely on automated solutions 
[29]. 

Our work is built on these studies and aims to have a comprehensive understanding 
of early smart home adopters’ perceptions towards AI in future smart homes in 
Greece. 

2.2 Human-Centered AI in Smart Homes 

Human-centered AI in smart homes focuses on prioritizing user empowerment, 
ethical considerations, and enhancing user experiences [30, 31, 34]. This approach 
emphasizes the importance of user-centric design principles, ethical guidelines, and 
interdisciplinary collaboration to create AI technologies that align with human values 
and promote user agency. 

In [32], he introduced three innovative concepts: (1) a two-dimensional HCAI 
framework illustrating how both high levels of human control and high levels of 
automation can coexist; (2) a shift in focus from mimicking human behaviour 
to empowering individuals, advocating for a change in language, imagery, and 
metaphors from depicting AI as autonomous teammates to portraying them as 
powerful tools and teleoperated devices; (3) a three-tier governance structure that 
outlines how software engineering teams can create more reliable systems, how 
managers can foster a safety-oriented culture within organizations, and how industry-
wide certification can enhance the trustworthiness of HCAI systems. Wei et al. 
[33] put the human-centered AI philosophy into real-world application and propose 
a comprehensive HCAI methodological framework integrating seven components, 
stressing the need for multidisciplinary professional involvement. In [35], it shows 
that by involving users in the learning phase of smart home AI systems, individuals 
can enhance their feeling of control, understanding, and usefulness of AI, leading 
to better personalization and increased user control over intelligent agents for home 
automation. 

However, there lack of empirical studies to investigate human-centered AI in smart 
homes in the real world. Our work is trying to investigate it based on the perceptions 
of early smart home adopters.
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2.3 The Influence of Social Dynamics towards its Perception 
on Technology Adoption 

The adoption of technology is influenced by various social dynamics and percep-
tions. Studies have shown that the dynamics of household demographic attributes 
such as socio-economic statistics, culture, religion, social support, education, age, 
social influence, environmental consciousness, and technology savviness can affect 
technology adoption within households [36]. Social networks also play a significant 
role in technology adoption, with information exchange within social groups influ-
encing individual adoption decisions [37, 38].Studies have shown that factors such 
as socio-economic statistics, culture, religion, social support, education, and age play 
a significant role in shaping individuals’ decisions to adopt technology [39]. This 
paper only focuses on three perspectives: early smart home adopters, Greek, and 
households with various co-inhabitants. 

Adami et al.  [40] shows the early adopters often perceive AI as ubiquitous, whereas 
industrial engineers rarely feel the need to explicitly highlight its intelligence. This 
contrast could stem from the conservative stance of end-users, primarily older indi-
viduals, who may not fully grasp the benefits of AI and might even be deterred by 
it. 

User perception of AI in smart homes in Greece is generally positive, with Greek 
consumers showing a growing interest in smart home technology due to factors like 
perceived usefulness, compatibility, and ease of use [13]. Health Smart Homes are 
seen as beneficial for elderly users in Greece, offering proactive monitoring and 
customization of the user environment to enhance autonomy and quality of life [41]. 

We can see limited information on AI perception in Greece’s smart homes and 
user perspectives on AI in Greek smart homes are not specified. Our research uses a 
mixed method to investigate the perception of AI in smart homes based on the Living 
Lab data in Greece. 

3 Method  

3.1 Participants 

Our participants come from users in the Plegma living lab. The 13 distinct houses 
involved in data collection belong to the Athenian community, a newly established 
non-profit energy community located in the municipality of Attika, Greece. A group 
of experienced technology and engineering professionals with extensive backgrounds 
in research and development founded this community. The households include a wide 
variety of demographics, from retired and working couples to families and single-
person households. For the living lab, the researchers installed smart plugs for the 
inhabitants appliances and connected them to an energy monitoring system with a 
graphical user interface. This application allows participants to monitor and visualize
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their energy consumption in real-time an provides web-based or mobile based access 
to their energy data and can control the device remotely. The Plegma dataset and its 
corresponding research are in [42]. 

The living lab got ethical approval from the National Technical University of 
Athens’ ethical committee(See Sect. 3.3). We also got consent for the interview and 
recorded the interview with oral permission. To create an environment conducive to 
open and interactive dialogue, seven interviews were planned to take place in person 
at Plegma Labs in Greece, the remaining two interviews were conducted online. The 
interviews were all conducted in English. In order to make the questionnaire fully 
comprehensive, we conducted two Pilot Testers (R1+R2). Two Pilot Test is varied 
in age and living situation. One is living with family, one is living alone. 

3.2 Procedure 

Quantitative Data. The Quantitative data were collected in 2023 with the Plegma 
based on an energy monitoring platform. As we were interested in comparing 
different living situations, we selected three use cases based on different family 
sizes—4-size family (Fig. 1), 2-size family (Fig. 2) and 1-size family (Fig. 3) from  
the Plegma living lab data. These types show very different energy consumption 
patterns as can be seen in the figures. 4-size families show most energy activity over 
the day, while 1-size families show most activities at night or on weekends. This is 
due to different life situations: if the caretakers and children live at home mostly, you 
can see their energy active during most of the day. A single person who is always 
working at the office, on the other hand, will be only home at night or on weekends. 
For families with adult children, finally, there is another situation where different 
patterns intersect as parents lose their influence over the child’s behaviours. 

Table 1 Demographic and living situation of interviewees 

User Gender Living situation Co-inhabitants Property type 

R1 Male Lives with family Family members Apartment 

R2 Male Lives alone No co-inhabitants House 

R3 Male Lives alone No co-inhabitants Apartment 

R4 Male Lives alone Animal Apartment 

R5 Male Lives with family Family members House 

R6 Female Lives alone No co-inhabitants Apartment 

R7 Male Lives with family Family members House 

R8 Male Lives with partner Partner Apartment 

R9 Male Lives alone No co-inhabitants Apartment
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Interview Data. Qualitative interview data were collected in a month in Feb 2023. 
The first author visited Plegma Lab to conduct nine in-depth semi-structured inter-
views. The nine participants, are detailed in Table 1. With the interviews, we aim to 
deeply understand user’s attitudes, perceptions and expectations towards AI in smart 
homes. The interviews also commenced with questions about demographic details 
and living conditions to place each participant’s experiences within their specific 
environmental context. The overall discussion included:

• Part 0: demographic question towards background information and house infor-
mation.

• Part 1: energy behaviour practice questions
• Part 2: Smart home questions related the smart home experience and investigation 

towards perception and attitude towards AI-enable smart home
• Part 3: The peer influence of energy-saving practice 

3.3 Ethical Considerations 

To ensure ethical integrity and secure necessary approvals for our data collection, we 
implemented strict protocols that emphasize the respect and privacy of participants. 
The Ethical Committee of the National Technical University of Athens (https://www. 
elke.ntua.gr/en/ethics-committee/) approved our study under file number 15623. 
Participation was entirely voluntary, and each household provided detailed informed 
consent before we commenced data collection. This consent outlined the study’s 
goals, the nature of the data collected, and its use in the European Commission-
funded Marie Skłodowska-Curie Action GECKO project for research and innova-
tion purposes. We guaranteed participants the right to withdraw at any point without 
any negative consequences. To maintain confidentiality, we anonymized all data 
by removing personal identifiers and securely stored it in Plegma Labs’ databases, 
demonstrating our strong commitment to ethical research and the protection of 
participant privacy. 

3.4 Data Analysis 

Energy usage pattern analysis. In this study, we utilized the data from Plegma 
Living Lab platform to analyze energy consumption patterns across three distinct 
family sizes. Data was extracted and processed using the Colab data analysis tools, 
facilitating the generation of data visualizations. The Plegma dataset and its corre-
sponding research [42] are available in a public repository at [https://pureportal.str 
ath.ac.uk/en/datasets/plegma-dataset]. We then correlated the quantitative data with 
interviews conducted with families, employing qualitative methodologies to craft 
narrative stories reflective of their respective energy consumption behaviours. These 
narratives were integrated with the energy usage data to develop three user case

https://www.elke.ntua.gr/en/ethics-committee/
https://www.elke.ntua.gr/en/ethics-committee/
https://pureportal.strath.ac.uk/en/datasets/plegma-dataset
https://pureportal.strath.ac.uk/en/datasets/plegma-dataset
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studies, each tailored to different family size, thus providing comprehensive insights 
into the dynamics of household energy consumption. 

Interview data analysis. In our data analysis, we employed a qualitative method-
ology, executing a thematic analysis to methodically uncover patterns in users’ 
perception of AI in smart homes. The process began with the first author and third 
author converting all dialogues into user stories. Subsequently, the first author delved 
into these narratives to identify and extract viewpoints. This collaborative analysis 
led to the emergence of distinct patterns. Our focus is centred on: the functions of 
AI in smart homes, and the users’ attitudes, perceptions, and expectations towards 
AI in smart homes. 

4 Results 

4.1 Energy Consumption Pattern Based on Different 
Co-inhabitant Composition 

Single-Person Households: Single-person households have the simplest energy 
consumption patterns due to the lack of additional family members influencing 
decision-making. They typically follow a routine work schedule, resulting in 
predictable energy usage. They work 9am to 5 pm, and the 6pm to 8am at home, their 
custom usage of energy is between 6 pm and 10 pm which is the peak energy usage 
among all of the countries. Their lifestyle habits are often straightforward, and they 
tend to show little interest in energy savings because they believe their consumption 
is not significant. However, they occasionally compare their energy consumption 
with other individuals in similar situations to seek improvements. 

Traditional Four-Person Family: In traditional four-person families, energy 
consumption patterns are characterized by diverse usage behaviours due to varying 
schedules, needs, and preferences of each family member. The shared use of common 
spaces like the kitchen and living room leads to higher daily energy consumption. 
Additionally, there is a tendency to forget to turn off devices because of reliance on 
other family members, contributing to unnecessary energy usage. 

Multi-generational Families: Multi-generational families often consist of multiple 
generations living under one roof, leading to unique energy consumption behaviours. 
Overlapping schedules and diverse habits among family members result in signifi-
cant variations in daily energy usage. Elders may have different comfort and usage 
preferences compared to younger members, further contributing to the complexity 
of managing energy consumption patterns in such households.
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4.2 Use cases: Nuclear Family Versus Nuclear Family 
Special Versus Single Occupancy 

For the total energy consumption data, we identified the three types of families 
based on their co-inhabitants—families with children, single and families with adult 
children and parents (Table 2). We used narrative to describe their daily routine. 

Use Case 1: Nuclear Family—Two parents and one or two children. U1 (Fig. 1) 
is a technologically savvy individual living in a two-story house with his family, 
which includes two children and his wife. U1’s household has basic smart home 
components, including smart meters and plugs. These devices are connected to a 
central smart home system capable of monitoring and controlling energy usage across 
various devices and appliances. The output of energy consumption pattern data is 
shown in Fig. 1. 

Every morning, U1 reviews energy consumption data from the previous day using 
a mobile app linked to the smart home system. The system provides notifications 
and reminders to turn off unused appliances. For example, if the boiler is left on 
unnecessarily, U1 receives an alert on his phone. “I check, I have automated to turn

Table 2 Categorization of household compositions 

Category Number of coinhabitants Common characteristics 

Nuclear family 3–4 Two parents and one or two children 

Nuclear family (special) 2–3 Adult child with parents 

Single occupancy 1 Individual living alone 

Fig. 1 Family with children 
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on the boiler and turn off, yeah. From the app that we have. So I check that we don’t 
leave it on.” 

U1 attempts to engage his family in energy-saving practices by explaining the 
benefits and showing them how to use the smart system for monitoring their personal 
energy consumption. Despite his efforts, family members occasionally forget to turn 
off lights and appliances, leading to unnecessary energy waste. “They leave the light 
open, they leave the boilers open, yeah to laundry, they just have a few clothes, they 
don’t wait until it’s a good load.” “I try to organize, we take a shower like 2 people 
or three people so that the water doesn’t go and get cold again. I have automated to 
turn on the boiler and turn off.” 

The smart home system provides weekly reports on energy consumption, high-
lighting trends and areas for improvement. He adjusts the settings on the smart devices 
based on seasonal changes and feedback from the system to further reduce energy 
consumption. 

Since he is a technologically savvy individual. His expectation towards future 
smart home is that he can program the smart home system to automatically turn off 
lights in unoccupied rooms using motion sensors. And also he expects that he can set 
the heating system to adjust automatically based on the weather forecast and typical 
usage patterns to optimize energy use. Also for other special situations, for example, 
if a device fails or behaves unexpectedly, U1 expect to receive immediate notifications 
and can troubleshoot or contact support. Or, if energy consumption increases unex-
pectedly, the system alerts him to potential issues, like a malfunctioning appliance 
or deviation from typical usage patterns, allowing for quick interventions. Besides 
from his vision, “ I think the solution to the energy problem is a smart grid, not just 
a smart home because if you see the energy that people consume it’s pretty low.” 

Also, he takes limited value towards intelligent personal assistants like Google 
Assistant connecting to smart devices. “ Google Home, Google Assistant, yeah, little 
round one... No, it’s not that I don’t need it.” 

In his family, he is the primary user of the smart devices, who is responsible for 
setting up and monitoring smart home devices. His wife is the secondary users, who 
only check the data from the smart devices. There is not too much communication 
between he and his wife towards the usage of smart devices. 

Use Case 2: Nuclear Family Special—Adult child with parents. U2 (Fig. 2) is a  
software engineer living with his parent. His family’s home is equipped with basic 
smart home devices like smart meters, smart thermostats and smart plugs. He is 
the primary user who is responsible for setting up and maintaining the smart home 
system. He has a high level of technical expertise, whereas his parents do not. His 
parent is a secondary user who interacts with the system primarily through simplified 
interfaces.

It exposes the potential of two customized interfaces in the future smart home 
for two kinds of users—an advanced interface for him, offering detailed analytics, 
manual controls, and customization options and a simplified interface for his parents, 
focusing on basic controls and notifications.
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Fig. 2 Adult children and 
parent

Since the data is in the platform, he can do the practical actions towards energy 
saving. For example, “When I turn on the boiler or air conditioner, I know exactly 
how much it consumes and I am aware that I need to turn it off in a while.” 

He is frustrated with energy policies in Greece because they can not have dynamic 
prices for energy. “One thing is the legislation in Greece. So as I told you, we don’t 
have dynamic prices per hour.” 

As he is an adult, he can influence his family members’ energy habits. “ try to  
motivate my parents to save energy by telling them not to leave things open for too 
long.” 

For future smart homes, he expects automation in some devices, for example, water 
heaters and air conditioners. However, he is biased towards AI’s role in energy effi-
ciency from AI professional perspective because he thinks it is too early to consider 
it. At the moment, smart home is mostly aiming at controlling the house. Most people 
is just living with all the devices on and not fully aware of it. “ In an ideal smart 
home... I would like to have actuation for some of the devices, like the water heater 
and air conditioners.” 

Use Case 3: Single Occupancy. U3 (Fig. 3), a homeowner living alone with 
a dog, seeks to optimize her household’s energy consumption while maintaining 
convenience and comfort. U3 is familiar with the technology but not with AI. She 
does not consider herself an energy-sensitive person because she thinks she does not 
consume too much energy. 

U3 also installed a comprehensive smart home energy management system. Smart 
meters provide real-time data on her total energy consumption, while smart plugs 
enable her to monitor and control individual appliances remotely. Using the data 
collected from her smart meters, She gains insights into her household’s energy
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Fig. 3 Single 

usage patterns. She identifies high-consumption appliances and areas where energy 
waste occurs. 

She takes action to save energy based on the data from the system and expects 
direct feedback from energy providers. “And you what are my most consuming 
appliances? There’s still use the use of them. OK. In that way if I use the more energy 
I would.” 

As a Greek Resident, she explores options to integrate renewable energy sources, 
such as solar panels, into her smart home ecosystem. She investigates incentives 
for renewable energy adoption and evaluates the feasibility of incorporating green 
energy solutions into her energy management strategy. 

Her expectation towards future smart home will be a voice-activated control that 
can interact with her smart home system effortlessly. It includes adjusting thermostat 
settings, turning off lights, or scheduling appliance usage simply by speaking to her 
smart assistant. “And with voice commands to schedule tasks, for example, start the 
washing machine at specific time in order to be ready to be dried when I get home. 
It can save a lot of time.” 

4.3 ViewPoint 1: AI as a Personal Assistant for Energy 
Efficiency 

A Facilitator of New Energy-saving Habits. Integrating AI as a personal assistant for 
energy efficiency is anticipated to transform how energy is managed in homes. Users 
expect these systems to be intelligent, adaptive, and sensitive to their preferences
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and routines. AI is seen as a facilitator of new energy-saving habits. Users believe 
AI should serve as a discreet yet effective manager of home energy systems, capable 
of making sophisticated decisions based on a comprehensive understanding of user 
habits and preferences, as suggested by the desire for AI to “understand my patterns 
and optimize the house accordingly without my constant input (R6).” 

A Crucial Role for Energy Optimization. AI’s ability to learn and adapt to house-
hold patterns plays a crucial role in energy optimization, suggesting the most efficient 
times to use appliances and adjusting settings for optimal energy use. “AI could opti-
mize energy use by learning our household patterns and suggesting the best times 
to use energy-intensive appliances (R4).” “AI should ideally manage energy usage 
by scheduling the operation of devices based on optimal energy consumption times 
(R3).” 

4.4 Viewpoint 2: Desiring Control Over AI Functions 

Override AI Decisions. The need for an override function is a recurring theme, 
illustrating users’ insistence on being able to intervene when AI does not align with 
their expectations.It emphasises the importance of being able to intervene when AI 
operations do not align with their specific requirements or situations. “I need to be 
able to override AI decisions if they don’t align with my current needs(R3).” As 
one user pointedly mentioned, “I like the idea of AI, but I must have the ability to 
override it anytime I feel like it’s not doing what I want (R6).” 

Customization of AI Settings. Customized AI functions according to personal 
preferences is crucial for users to feel comfortable and satisfied with the smart tech-
nology in their homes. “I would like to have detailed control over the AI’s functions, 
ensuring it acts within the parameters I set(R4).” Due to the background of these 
interviewees, most of them have a technical AI background, therefore, they prefer to 
control their AI systems extends to very personal preferences and situational needs. 
“It’s important that I can manually adjust what the AI proposes, especially when 
it comes to heating(R5).” “I want to be able to program the AI myself to ensure it 
meets my standards for energy savings (R9).” 

4.5 Viewpoint 3: Skepticism Towards Over-Automation 

Concerns over inefficiencies in Automation. Users express concerns about the ability 
of AI to handle older systems and infrastructure effectively. These concerns are not 
just about the adaptability of AI but also about its efficiency in managing non-modern 
equipment: “We also have very old radiators here with you know...that don’t work 
very well (R1).” It exposed the gap between the AI capabilities and the realities of 
existing home infrastructure. Users find that AI-driven systems are not only hard to
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integrate but often fail to improve energy efficiency due to their inability to effectively 
interact with old, inefficient heating components. 

Concerns on excessive AI control. Many users are wary of AI systems that may 
exert too much control over home environments, potentially overriding personal 
preferences. “I’m cautious about letting AI handle everything; there needs to be a 
balance so it doesn’t override our personal preferences(R5).” “I’m wary of AI that 
takes too much control over home systems, like adjusting the thermostat without my 
consent (R3).” These concerns reflect a fear that users are particularly sensitive to 
changes made without their consent, indicating a need for systems that offer greater 
transparency and user control. “There’s a risk that AI could become too controlling, 
making changes that might not be suitable for every situation(R3).” The unease 
emotion among the users exposes that these systems to exert excessive control over 
home environments, which might infringe upon personal autonomy and preferences. 
“I’m skeptical of any system that tries to automate every aspect of home life without 
sufficient user interaction(R6).” 

Concerns over loss of personal feeling. A significant aspect of skepticism relates 
to the potential for automation to make homes feel less personal and more machine-
driven. It exposes the potential dehumanization of home environments through over-
automation. Users fear that too much reliance on AI might strip away the personal, 
human touches that make a house a home. “Too much automation can make a home 
feel less personal; I worry that AI might strip away the homely feeling (R5).” It 
reveals a concern that AI, while improving efficiency, may reduce the home to a 
series of automated processes devoid of personal intervention or warmth. This is the 
special concern that AI will face when being immersed into the home environment. 

4.6 Viewpoint 4: Desire for Non-Human AI Interactions 

Practicality Over Personality in AI. Users clearly favour AI systems that enhance 
device functionality and provide useful assistance rather than attempting to replicate 
human characteristics. “I want AI to be a tool that provides data and recommenda-
tions, not something that tries to emulate human interaction (R3).” .This highlights 
a widespread preference for AI that serves specific, practical purposes, focusing 
on the delivery of information and recommendations that assist in decision-making 
processes. Users value AI for its ability to improve the efficiency and functionality 
of tools and systems they use daily, advocating for a practical, utilitarian approach to 
AI design and interaction. “AI should focus solely on operational efficiency without 
attempting to engage on a personal level (R9).” 

Functional AI without anthropomorphic characteristics. According to the in-
depth interview, users prefer AI systems that prioritize task-oriented functionality 
without attempting to forge emotional or social connections. It is grounded in a 
practical approach to technology where the primary value of AI lies in its ability 
to streamline daily tasks and improve efficiency within the home. For instance, one 
user pointedly remarks, “AI should assist with tasks rather than trying to engage
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socially..(R3)” highlighting a widespread desire for AI to remain a utilitarian tool 
rather than a social companion. Another strong theme among users is the desire for 
AI to remain non-anthropomorphic, focusing solely on task efficiency and effective-
ness without adopting any human-like interactions. For example, one user explicitly 
states their discomfort with AI systems that exhibit human characteristics: “I would 
prefer it to be mains a computer and not put it human characteristics. Why? Because 
that’s creepy (R6).” The user expressed a clear preference for AI systems that oper-
ates in a strictly utilitarian capacity, performing necessary tasks without any attempts 
to emulate human behaviors. 

5 Discussion 

Our key findings indicate that early smart home adopters in Greece acknowledge 
that AI can be an effective way for energy efficiency to help build new energy-
saving behaviour and optimize energy usage, yet they continue to consider control 
over AI decisions. This is due to their lack of trust towards AI and the problem of 
finding a balance between automation and autonomy. While AI is a critical changer 
in future smart homes, such as optimization, automation, and non-touch interaction, 
users also express some concern about a loss of the traditional home feeling in smart 
homes. Moreover, they advocate for AI to evolve to be customized for different users, 
especially for elder users. This evolution means that AI systems do not only need to 
optimize energy management by acquiring user habits efficiently, but also balance 
the AI control vs Human control, and AI decision vs human decision, emphasizing 
putting the human in the centre of AI system. We delve into these aspects below, 
discussing balancing control and independence in AI systems and the three levels of 
human-centered AI in smart homes. 

5.1 Automation Versus Autonomy: Balancing Control 
and Independence in AI Systems in Smart Homes 

Automation and Autonomy are two recurring keywords in our interviews. On the 
one side, the users prefer AI to achieve automation, on the other side, users also 
want autonomy, especially when automation breaks down. According to the [43], 
automation cannot simply be categorized into “manual” or “automatic”. Instead, it 
should find the right balance between the points that we might believe are meaningful 
to automate and tasks that are valuable for users to be involved. It is easy to embrace 
the two extremes—full automation and non-automation. The best ideal solution will 
exist in between—“as a duality between automation and human interaction, between 
autonomous technology and the tools we wield [43].” We argue that the future of 
smart homes is located in between full automation and full autonomy, even for
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different smart home users with various ages, cultures, and technical backgrounds, 
the duality point is different. Therefore, the balance is dynamic. Recent work has 
aligned with this point. In [44], it suggests that semi-automated systems are more 
prevalent than fully automated smart homes, indicating a preference for a certain 
level of user control and input in the operation of these systems. 

We have found in our study how automation and autonomy show themselves as 
two characteristics of AI-enabled smart homes. From our results, humans aim to 
retain control and have the right to override AI’s decisions. The ideal solution is to 
create a balanced integration where AI systems can operate autonomously to improve 
efficiency and convenience, while still allowing users to maintain ultimate control. 
There are three ways to balance automation and autonomy: 

User preferences and Customization. According to our study, different smart home 
users hold various ages, cultures, and technical backgrounds, so the duality point 
is different. Some tech-savvy person, they even want to customize AI functions 
themselves. Therefore, users should have the ability to define and adjust the level 
of automation and autonomy according to their comfort levels and specific needs. 
Given the diverse demographic of smart home users, including variations in age, 
culture, and technical background, customization is crucial. Tech-savvy individuals 
may desire extensive control and customization capabilities, while others may prefer 
simple, automated solutions. 

Context-Aware Functionality. AI systems should be capable of understanding and 
responding appropriately to various scenarios to maintain a balance between automa-
tion and user control. For example, AI can take full control when users are away from 
home, ensuring security and energy efficiency while providing more manual control 
when tech-savvy inhabitants are present. This balance ensures that smart home tech-
nologies enhance daily living without compromising the user’s autonomy or ability 
to intervene when necessary. 

Overall user experience. Our results challenge the full automation, interviewees 
are worried about a loss of the traditional home feeling in smart homes. This stance 
also raises new ethical concerns in the AI research field. How to keep the human 
element alive? As we all know, home is an environment that evokes more personal 
feelings, warmth, and a sense of inner sanctity. Whether smart home empower these 
feelings or diminish them? Therefore, the balance between full automation and full 
autonomy can keep the human element alive, for example, AI systems should prior-
itize personalization to reflect the unique preferences and lifestyles of their users. 
For example, allowing users to customize lighting, temperature, and sound settings 
to create a warm and comfortable atmosphere that feels uniquely theirs. Based on 
different households, the solution should based on their traditional home appliances 
and lifestyle.
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5.2 Human-centered AI in smart homes: User-level, 
Community-level, and Society-level 

According to James Landa [11], human-centered AI should be built on three levels: 
user, community, and society. Our findings support this perspective. For the users, our 
findings indicate that the recurring themes from the interviewees’ requirement align 
with the three categories of the Human-Centered AI (HCAI) framework established 
by Xu et al. [45]: ethically aligned design, human factors design, and technology 
enhancement. For the community, our results reveal that perceptions of AI effective-
ness vary with the size of the household. For society, our observations identify that 
the outdated buildings and infrastructure in Greece are the main significant barrier to 
AI implementation, most of which were constructed in the 1970s. We will describe 
these findings in detail below. 

User Level: human-centered AI. Xu [45] mentioned HCAI with three primary 
elements: 1) Ethically aligned design 2) Advanced technology that mirrors human 
intelligence and 3) Human factors design. We can see how the Xu’s HCAI frame-
work can cover our results. For the ethically aligned design, it ensures AI in smart 
homes maintains fairness, accountability, and user control. Oversight of AI decisions 
is crucial, allowing for human intervention to prevent unchecked actions. Addressing 
concerns over excessive AI control involves implementing safeguards to ensure users 
retain ultimate authority over their environment. Additionally, refining AI processes 
to eliminate inefficiencies in automation ensures that AI enhances rather than compli-
cates daily life. These measures foster trust and confidence in AI technologies, 
aligning with ethical principles. For the technology enhancement, it plays a vital role 
in energy optimization and promoting energy-saving habits. AI systems can monitor 
and manage energy use, adjusting systems for greater efficiency, reducing costs, 
and contributing to sustainability. For the human factors design, it prioritizes user-
centric approaches, emphasizing customization, practicality, and clear interactions. 
Customization allows users to tailor AI settings to their preferences, enhancing satis-
faction. Focusing on practicality over personality ensures AI functions effectively 
without unnecessary human-like traits. Non-anthropomorphic interactions ensure AI 
remains a useful tool that enhances daily life without emotional complications. 

Community Level: Different Attitudes towards AI adoption based on different 
Family Size. For the Traditional Four-Person Family, the technologically savvy 
individual often assumes the role of the primary decision-maker for smart home 
technologies. Their vision for smart homes includes a remote control and overview 
system that provides a comprehensive status of all devices, ensuring nothing is left on 
unnecessarily. This individual holds high expectations for automation, recognizing 
AI’s potential to streamline smart systems, conserve energy, and alleviate the oper-
ational burden on family members. In many families, one person typically manages 
all smart devices as the “master user”, while others function merely as users. For 
Multi-generational Families, attitudes toward AI adoption are shaped by differing 
preferences across age groups. The demand for AI is not solely focused on func-
tionality but also on the user interface, which must be intuitive and user-friendly
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to accommodate all generations. Elders may resist adopting AI technology due to 
unfamiliarity and concerns about complexity, whereas younger generations are more 
inclined to embrace AI solutions for managing energy because of their technolog-
ical comfort. This creates challenges in finding a balance between simplicity and 
advanced features to accommodate all family members. It’s crucial to ensure that 
the smart system caters to diverse preferences without compromising efficiency. Our 
study shows the potential of AI in the large family with more generations. Partic-
ipants, who live in the households with more co-inhabitants, expressed the need 
to involve AI in their energy management system. This can be indicated they host 
more devices, consume more energy and involve more necessity to improve energy 
efficiency. The gap between different relationships with co-habitants fosters more 
design space for the designers and engineers to provide a seamless, user-friendly AI 
system. This can be a diverse interface based on different users, shared control and 
identification. 

Society Level: Special Characteristic of Greece’s Society on AI integration in 
smart homes. Recent data indicates that family composition and household dynamics 
in Greece have been undergoing significant changes, reflecting broader social and 
economic trends. The traditional extended family model, once prevalent, is gradually 
giving way to nuclear families and alternative living arrangements. Economic factors 
have led to a rise in multi-generational households as a strategy to manage resources 
more effectively. Due to the rise of multi-generational households, our findings show 
the efficiency of AI in smart homes in large families which is a good hint for adopting 
AI in Greece’s smart homes. 

Besides, households in Greece face issues related to the energy performance of 
their dwellings [1]. The prevalence of old dwellings, many of which were built in 
the 1970s, presents a significant barrier to adopting modern smart home technolo-
gies. It has been reflected in our interview. These outdated buildings often lack the 
necessary infrastructure for efficient AI integration and energy management systems, 
complicating efforts to implement smart home solutions effectively. The govern-
ment’s efforts to refurbish old buildings present another challenge and barrier to the 
adoption of smart home and AI technologies in Greece. 

6 Limitation and future work 

There are several limitations in our study. First, the unbalanced gender of living 
lab users, most of whom are male and might lack a perspective from women; this 
may lead to a biased vision towards results. Second, the interview was conducted in 
the winter season of Greece, which is the least energy-consuming season under the 
warm winter weather conditions in Greece, this also may lead to a biased answer. 
Third, most of the interviews are conducted in their workplace; the tension and 
constraint of work might reduce their openness and braveness in their expression. 
Fourth, the number of interviewees might be a limitation of our study, preventing a 
comprehensive understanding of the perceptions across all Greek families. Finally,
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because this work is under a broad project of Plegma Living Lab, we do not need to 
pay for the interviewees; this might reduce their engagement in the interview process 
and dialogue. Future work will involve more viewpoints and investigate another 
perspective on AI in smart homes, with the ambition of identifying the barriers to 
the implementation of AI in smart homes and predicting their future. 

7 Conclusion 

Our study aimed to address two research questions: the concerns, perceptions, and 
expectations of Greek residents regarding the integration of AI technologies in smart 
homes (RQ1) and the differences in acceptance and trust towards AI technologies 
in smart homes among different household compositions(RQ2). Through first-hand 
interviews with Living Lab users in Athens,Greece, we answer the research question 
both quantitative and qualitatively. 

For RQ1, our findings reveal that users want to balance control and dependence 
in AI-integrated smart homes. They want AI systems can operate autonomously to 
improve efficiency and convenience, while still allowing users to maintain ultimate 
control. In the smart home context, they also want to keep the smart home traditional 
home feeling. For RQ2, our findings reveal that AI holds significant potential in 
accommodating large family sizes; there are many design spaces for this. However, 
barriers to adoption exist, particularly in the outdated infrastructure of Greek homes. 
Despite this, the benefits are notable, particularly due to Greece’s abundant solar and 
wind resources. By harnessing green energy generation plans, redistributing energy 
among households, and using AI in the smart grid system, significant gains in energy 
efficiency are achievable. 

Greece, with its natural advantages and government promotion of smart meters, 
is progressing toward smart homes. Moving forward, addressing infrastructure 
challenges and broadening research to more Greek households are essential for 
maximizing AI’s potential for energy efficiency in smart homes. 
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Abstract This paper introduces a comprehensive grading system to enhance product 
quality control in industrial and manufacturing processes. The system includes live 
color detection, damage identification, quality classification, and robotic arm manipu-
lation. Live color detection allows real-time analysis of product colors, while damage 
detection uses computer vision algorithms to identify defects. Quality classification 
uses machine learning techniques to categorize products based on predefined parame-
ters. The SVM model, with RBF kernel, was found to be the most effective for quality 
classification, achieving an accuracy of 94.78% for oranges and 84.77% for pallets. 
YOLOv8 was used for defect detection, with the most successful run resulting in 
88.55% precision, recall, F-Score, and mAP at 50.70%. The system also integrates a 
robotic arm for real-time manipulation and removal of detected defects. FlexiGrade, 
the general-purpose automatic product grading system, is a versatile framework that 
can be adapted and enhanced for various products, making it a robust and scalable 
solution for different needs. 
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1 Introduction 

The increasing reliance on automated systems for assessing and classifying manu-
factured goods plays a critical role in making production processes more effi-
cient while maintaining consistent quality standards in an increasingly competi-
tive market. These systems leverage advanced technologies such as artificial intel-
ligence (AI), machine learning (ML), and computer vision to analyze and clas-
sify products, offering accurate, reliable assessments with minimal human inter-
vention. Despite these advancements, significant challenges remain, especially in 
the context of diverse industries and product types. These challenges include 
creating robust datasets, adapting models to a wide variety of product categories, 
addressing variations in appearance and quality, and ensuring scalability across 
different manufacturing environments. 

This research seeks to employ a range of machine learning models and computer 
vision techniques for automatic product grading systems, with a focus on evaluating 
different architectures to optimize both accuracy and efficiency. The ultimate objec-
tive is to contribute valuable insights and methodologies that enhance the devel-
opment and practical deployment of these systems, while also ensuring that the 
interfaces are user-friendly for seamless integration into industrial operations. 

While most research on automatic product grading has primarily focused on 
perishable items such as fruits and vegetables, a significant gap remains in applying 
this technology to industrial products like machinery parts, car components, and 
manufactured goods like plastic pallets. This lack of research makes it difficult to 
fully understand the potential improvements automated systems could bring to manu-
facturing efficiency, quality control, and supply chain optimization. Bridging this gap 
offers the potential to significantly enhance industrial processes by making quality 
assessments more efficient and optimizing production workflows in the context of 
Industry 4.0. Additionally, there is a need to ensure the adaptability of automated 
grading technologies across diverse industries, as many specialized systems may be 
limited in their ability to scale and adjust to the varying demands of different sectors. 

Furthermore, adopting these automated grading systems can have a positive 
impact on sustainability. By improving accuracy in quality control, manufacturers can 
reduce waste from defective products, minimize energy consumption by optimizing 
production processes, and ensure that resources are used more efficiently. Sustain-
able practices, such as predictive maintenance and enhanced lifecycle management 
of industrial products, can be integrated into the automated workflows, ultimately 
contributing to reduced environmental footprints. The AI-driven grading system can 
also reduce the waste by ensuring that only products, with a certain quality level are 
accepted into the next stages of production. This in turn xan reduce, material waste 
as well as along with energy and carbon footprint.
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2 Product Grading Systems 

Product grading systems have evolved over time, with early studies focusing on auto-
mated assessment in sectors like agriculture and food production. Computer vision 
has been used in various industries, including agriculture, food production, and fruit 
grading [2]. Researchers have developed machine vision techniques for assessing 
and sorting fruits based on quality attributes, such as size, color, stem location, and 
blemishes. Image processing techniques have also been explored, showcasing the 
potential of image processing for food quality evaluation [1]. 

In the early 2010s, product grading systems saw significant strides, with the inte-
gration of sophisticated technologies such as computer vision, machine learning, 
and sensor technologies. Systems like the one developed for strawberries achieved 
high accuracy rates in size detection, color grading, and shape classification within a 
short time [9]. The system also addressed complex classification tasks with multiple 
classes and properties, reducing errors by up to 15 percentage points. 

In recent years, product grading systems have continued to evolve rapidly, driven 
by advancements in AI, data analytics, and IoT. These systems are capable of handling 
complex grading tasks across diverse industries, showcasing the potential for trans-
formative impacts within Industry 4.0 and smart manufacturing. Data processing 
methods, such as machine vision and spectroscopy, are crucial for assessing fruit 
quality throughout different processing stages [11]. Automated product grading 
systems have been developed to automate the grading process of areca nuts, 
minimizing manual inconsistencies [10]. 

Fruit grading systems are crucial in determining the quality of fruits using various 
methods and technologies. Different grading methods are applied based on their 
distinctive appearance and structure, such as eggplants, which use standard measure-
ments and glossiness to categorize fruits into five sizes and four grades [3]. On the 
other hand, strawberries undergo a different grading process using machine-vision 
technology, which relies on automated assessments of shape, size, and color [9]. 
The research focuses on the development and evaluation of an automated straw-
berry grading system using image processing technology, aiming to test and validate 
the accuracy and efficiency of the grading algorithm and mechanical components 
through experimental trials involving a variety of strawberries. Numerous method-
ologies have been explored for the assessment of even a single fruit, such as MLP-
Neural Networks, geometrical models, each contributing unique perspectives and 
techniques to the field [12]. 

Research on grading systems in manufacturing is advancing, focusing on auto-
mated solutions to ensure product quality and streamline production processes. 
Advancements in Computer-Aided Design/Computer-Aided Manufacturing (CAD/ 
CAM) have led to innovative grading techniques that enhance efficiency and reduce 
errors [6]. The integration of robotic systems into the shoe manufacturing industry 
is explored as a means to automate intricate manual tasks, showcasing potential 
applications in polishing, cleaning, packaging, and visual inspection. The influence
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of Artificial Intelligence (AI) within the Industry 4.0 paradigm transforms manu-
facturing by enhancing efficiency through predictive insights and intelligent deci-
sion support systems. The integration of robotic systems in the shoe manufacturing 
industry emphasizes the need for cooperative robotic systems capable of collabo-
ration with human workers [5]. In the ever-evolving landscape of Industry 4.0, 3D 
printing technology has gained prominence, offering cost and time efficiency advan-
tages. This study [8] proposes a comprehensive procedure for anomaly detection 
at each stage of 3D product development using machine learning algorithms and 
pre-trained models. 

3 FlexiGrade 

This section introduces FlexiGrade, a general-purpose grading system, detailing its 
creation, dataset creation, and user interface design, providing detailed technical 
processes. 

Figure 1 serves as a visual roadmap showing all the system components. The 
decision of the robotic arm is based on all the processing done throughout the different 
stages.

Fig. 1 System overview: interface, backend processing, and robotic arm decision diagram 
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3.1 User Interface Design 

The user interface section of the provided code is responsible for creating a graph-
ical interface for a product grading system. This system incorporates color detec-
tion, damage detection, and custom quality assessment functionalities. The UI is 
built using the tkinter library in Python, and it features buttons and labels for user 
interaction (Fig. 2). 

The user interface of the product grading system facilitates a straightforward 
process for assessing different grading criteria. Upon launching the application, 
the main window titled “Product Grading System” presents a set of buttons repre-
senting various grading aspects, including “Color Detection,” “Damage Detection,” 
and “Custom Assessment.” 

To initiate the evaluation for a specific criterion, the user clicks the corresponding 
button. For example, selecting “Color Detection” opens a new window titled “Color 
Detection and Capture.” Within this window, the user can fine-tune the color range 
by adjusting sliders for lower and upper hue values. Clicking the “Detect Color!” 
button initiates the image capture process, and a pop-up message promptly displays 
the result, such as “Good” or “Bad.” Following this, the user can close the color 
detection window. 

The user can then proceed to assess other criteria by clicking the respective 
buttons on the main screen, such as “Damage Detection” or “Custom Assessment.” 
Placeholder actions are executed for these criteria, allowing flexibility for future 
implementation.

Fig. 2 Simple user interface 
for the general purpose 
grading system 
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3.2 Feature Implementation 

This section outlines the integration of live color detection, damage detection, custom 
quality classification, and additional attributes into a versatile grading system for 
diverse applications. 

3.2.1 Live Color Detection 

The live color detection feature integrated into the grading system is an application 
of computer vision principles. This functionality utilizes Python along with OpenCV 
and Tkinter libraries to access live video streams transmitted from an IP Webcam app. 
Once the system retrieves the video frames, it initiates a series of image processing 
steps. Initially, these frames undergo a conversion process from the conventional 
RGB color space to the HSV (Hue, Saturation, Value) color model. This conversion 
proves instrumental in isolating and analyzing specific colors within the image due 
to HSV’s inherent ability to separate color information effectively. 

The feature boasts a user-friendly GUI which allows users to interactively modify 
and fine-tune the color detection parameters. Through sliders, users can adjust the 
lower and upper hue thresholds, delineating the specific range of colors they aim to 
detect and evaluate. This ensures compatibility with various products and situations 
where significant color variations or standards may exist. 

Upon setting the desired color range, the system proceeds to identify and highlight 
the detected colors in real-time within the video stream. In the following figure, the 
HSV ranges for the color Green have been chosen. The user is able to a changing 
spectrum as they move the slider, which follows this reference reffig:colormaphsv. 

lower = np.array([40, 150, 20]) 
upper = np.array([77, 255, 255]) 
The Hue component represents the type of color. It typically ranges from 0 to 

360 degrees (or 0 to 180 in OpenCV or other software that uses the 0-180 scale). 
It’s essentially the base color, such as red, green, blue, etc. In the code, lower[0] 
= 40 and upper[0] = 77 represent the lower and upper limits of the Hue 
component, respectively. The values 0 to 30 in Hue correspond to a range of colors 
between yellowish-green and blueish-green hues in the HSV color space, for example 
(Fig. 3).

Saturation represents the intensity or purity of the color and ranges from 0 to 100 
%. Higher saturation means more vivid colors, while lower saturation tends towards 
shades of gray. In the code,lower[1] = 150 and upper[1] = 255 represent 
the lower and upper limits of the Saturation component, respectively. The values 150 
to 255 in Saturation represent a relatively high saturation level, indicating more vivid 
and intense colors within the specified Hue range. 

Value or Brightness represents the brightness of the color, ranging from 0 (black) 
to 100%(full brightness or white). In the code, lower[2] = 20 and upper[2] 
= 255 represent the lower and upper limits of the Value component, respectively.



Towards Enhanced Manufacturing Precision ... 77

Fig. 3 Color range picker

The values20 to 255 in Value indicate a range from relatively dark colors (brightness 
level 20) to maximum brightness (255), within the specified Hue and Saturation 
range. 

To link between the phone’s camera and the computer judgement system, it is 
mandatory to open a server on the Ip Webcam app. It is also important to make sure 
that the IPV4 address that is visible on the bottom corner of the interface is the same 
as the URL listed in the code for both systems to connect. 

Employing robust color detection algorithms, the system places bounding boxes 
around the identified color regions, allowing users to visually confirm the system’s 
accuracy in color detection. A vibrant green color is discernible within a red bounding 
box on the judgement platform (laptop), denoting successful color detection within 
the color range selector. 

Additionally, it uses a temporal constraint mechanism to distinguish between 
desired and undesired color presence over a specified duration. If the system detects 
the presence of the color consistently for a predefined time frame, it promptly provides 
a notification denoting the quality of the detected color as either “Good” or “Bad.” 

If no color is consistently detected for a user-defined duration of x seconds consec-
utively, a popup indicating the issue appears. This is followed by the movement of 
the robotic arm to remove the object. 

Provided there is a consecutive feed where an object has the same color as a hue 
inside the spectrum range chosen by the user for x (determined by the user) seconds 
straight, then the user receives a popup with the message “Good” appearing, instead.
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3.2.2 Quality Classification 

Including a quality assessment feature in the system, the implementation allows 
for the distinction between good and defective oranges. The orange dataset encom-
passes 1,466 instances of fresh oranges and 1,595 instances of rotten or defective 
ones, sourced from Kaggle. Utilizing SVM, KNN, and decision tree classifiers, the 
system processes these images. Integrated with an IP webcam, the live video feed 
involves initial object detection, followed by classification. If the model identifies an 
object as being poor quality, the robotic arm intervenes, removing it to maintain an 
uninterrupted feed. 

The purpose of the quality classification feature in a general-purpose grading 
system is to accurately distinguish between different levels of quality or condition 
among items being evaluated, thereby facilitating efficient sorting or categorization 
based on predetermined criteria. 

In this context, the quality classifications were limited to either “good” or 
“bad,” as the specific thresholds for what constitutes acceptable or unacceptable 
quality in pallets vary among manufacturers. Generally, some manufacturers refrain 
from releasing a pallet for commercial use if it exhibits even minor imperfections. 
Conversely, for more general purposes such as storage, some manufacturers might 
tolerate multiple fractures as long as they do not compromise the structural integrity 
or load-bearing capacity. This variability allows for the provision of multiple grades 
within the system. It highlights the system’s flexibility, as users can customize the 
number of quality delineations based on their specific requirements. 

3.2.3 Damage Detection 

The Damage Detection Feature implemented within the grading system is a pivotal 
module employing advanced object detection techniques, specifically employing 
YOLOv8 architecture. This feature aims to identify and delineate various types of 
damage present on plastic pallets through image analysis. The system processes 
images containing plastic pallets, scanning for distinct damage categories: Voids, 
encompassing missing pieces or substantial damage; blemishes, representing 
scratches or minor defects; discolorations, indicating deviations from standard color 
or hue; and scorches, indicative of burn-related damage. Upon receiving these images, 
YOLOv8 detects and localizes damaged areas. 

By integrating YOLOv8, the system efficiently creates bounding boxes around the 
identified damaged segments within the plastic pallets. This feature enables precise 
mapping of the damaged regions, aiding in swift and accurate assessments of the 
type and severity of the detected damage. The distinct classification of damage cate-
gories facilitates an organized and systematic inspection process, allowing for the 
efficient categorization of damage types. This functionality is instrumental in quality 
assessment procedures across various industrial sectors, contributing significantly to 
quality control measures and ensuring product integrity and reliability.
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In implementing the damage detection segment of the project, the system incor-
porates two distinct use cases-one tailored for organic products and the other repre-
senting manufacturing or non-bio products. As for organic items, oranges were the 
produce of choice. the system demonstrates a nuanced ability to identify various 
imperfections on the skin and label them as “defects”. Those defects encompass any 
imperfection visible on the skins of the oranges (Fig. 4). 

Transitioning to the manufacturing or non-bio context, where plastic pallets are 
the focal point, the system showcases a robust capability to detect a range of poten-
tial issues. These include scorch damage, blemishes, manglements, voids (missing 
parts), and discolorations. Notably, the system extends its proficiency to identify the 
blending of colors resulting from transitions between pallets (Fig. 5).

Fig. 4 Orange defect detection 
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Fig. 5 Pallet damage detection 

3.3 Dataset Creation and Preparation 

A comprehensive dataset was created for analyzing plastic pallets, encompassing 
various attributes and conditions. The dataset includes images of damaged and pris-
tine pallets, including voids, blemishes, discolorations, and scorches. The dataset was 
curated to capture diverse perspectives, angles, lighting conditions, and contextual 
variations. 

The dataset was gathered from over 130 images of plastic pallets from the “PAFT” 
factory, a regional leader in supply chain solutions. The images were carefully 
captured, documenting various types and conditions of plastic pallets. The dataset 
serves as a foundational resource for training and validating systems for assessing 
plastic pallet quality, offering a diverse spectrum of visual data. 

The Dataset Labeling process involved a manual annotation approach to accu-
rately delineate and catalog the various attributes and damages present in the
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Fig. 6 Damage types 
detected 

images of plastic pallets. This involved carefully examining each image to identify 
and demarcate specific regions associated with damages: blemishes, discolorations, 
voids, and scorches (Fig. 6). 

Blemishes are imperfections that affect an object’s appearance or surface quality, 
while discolorations are alterations in color or tone that deviate from the expected 
appearance. Voids are empty or unfilled spaces within a material or object that should 
ideally be solid or filled, often considered defects. Scorches are areas of localized 
burning or charring on a material’s surface caused by excessive heat exposure. 

To accurately represent damages, manual bounding was used to highlight each 
type of damage in the dataset. Roboflow’s web-based annotation platform was used 
for labeling, simplifying the annotation task. Data augmentation is a technique in 
machine learning and computer vision that artificially expands a dataset by creating 
modified versions of existing data samples. Preprocessing of images involved an 
Auto-Orient process for proper orientation and resizing to a standardized dimension. 
Augmentation techniques during training included various transformations, such as 
horizontal and vertical flipping, rotations, cropping, rotation adjustments, saturation, 
brightness, exposure modifications, blur effects, and noise introduction, to enhance 
model robustness, generalize learning, and improve adaptability to diverse real-world 
scenarios. 

It is noteworthy that datasets for quality classification and defect detection differ 
due to their distinct purposes and data types. Quality classification distinguishes 
quality levels, while defect detection identifies flaws or anomalies, necessitating 
tailored datasets for each task.
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Some criteria of removal included confidentiality, privacy, and uniformity. Images 
were removed due to top-down viewpoints, quality, resolution, or content devia-
tions to create a cohesive, focused dataset, free from inconsistencies and irrelevant 
variations. 

Through augmentation, the dataset has been expanded to 166 images, divided 
into three subsets: training (70%), validation (11%), and test (19%). The training set 
consists of 117 images, the validation set includes 18 images, and the test set held 
31. 

The dataset comprises annotated images for pallets and oranges. For pallets, there 
are 166 annotated images for damage detection and 753 images for quality assess-
ment, including 331 good pallets and 422 bad pallets. For oranges, there are 719 
annotated images for damage detection and 3,061 images for quality assessment, 
with 1,466 rotten oranges and 1,595 fresh ones. Annotation was performed using 
Roboflow for consistency and accuracy. 

4 Results 

4.1 Classification Results 

This table compares the classification performance of different models for identi-
fying oranges. Each row corresponds to a specific model, with metrics such as accu-
racy, precision, recall, and F-score provided. The models considered in this analysis 
include SVM, KNN, and Decision Trees. 

We have two datasets for experimentation. In the case of oranges, the classifica-
tion is between fresh oranges, comprising 1,466 images, and rotten oranges, which 
consists of 1,595 images. Regarding pallets, there are 331 images representing good 
pallets and 422 images depicting bad pallets. 

The models were trained with default settings. Specifically, for the SVM, the 
kernel used was linear. In the case of the KNN algorithm, the number of neighbors 
was set to 2 for both pallets and oranges. Starting with Orange Classification: 

The KNN model outperformed SVM and Decision Trees in orange classification, 
achieving the highest accuracy of 92.5%. Its simplicity and proximity-based approach 
make it well-suited for the task. Decision Trees showed slightly lower performance 
than both models across multiple metrics as shown in Table 1.

Table 1 Baseline classification results for oranges 

Model Accuracy (%) Precision (%) Recall (%) F-score (%) 

SVM 92.3 92.0 92.0 92.0 

KNN 92.5 93.0 93.0 93.0 

D.T 92.3 87.0 87.0 87.0 
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Table 2 Classification results for pallets 

Model Accuracy (%) Precision (%) Recall (%) F-score (%) 

SVM 61.6 62.0 61.0 61.0 

KNN 67.5 77.0 67.0 72.0 

D.T 61.6 78.0 77.0 77.0 

As shown in Table 2, the KNN model is the most effective for pallet classification, 
achieving the highest accuracy at 67.5% and minimizing false positives. Compared 
to Decision Trees, KNN’s proximity-based approach captures intricate patterns and 
variations, making it the preferred choice for accurate and reliable classification. 
SVM slightly lagged behind in accuracy and F-score. As per our best knowledge, 
there is a notable absence of classification models in the existing literature specifically 
tailored to plastic pallets. Upon analyzing the classification results for pallets in 
this study, it becomes evident that the KNN model distinguishes itself as the most 
effective among the three considered models from baseline. These results could serve 
as a minimum threshold for future research in this specific domain. 

The next analysis will focus on the performance of three models, namely 
YOLOv8n, YOLOv8s, and YOLOv8m, in object detection within images. 

The baseline settings for object detection for both oranges and pallets were as 
follows: a default batch size of 16, an automatic optimizer (AdamW), and a learning 
rate of 0.00125. The chosen model was YOLOv8n. The training process involved 
running 15 epochs for the detection of oranges, while for the detection of damaged 
pallets, we ran a total of 50 epochs. 

As shown in Table 3, the object detection metrics reveal that the model performs 
well in identifying defects in oranges despite low epochs, with high precision (74.5%) 
and recall (82.3%). It also shows good accuracy in localizing oranges (mAP50 
at 84.12%). However, there’s room for improvement in detecting oranges across 
different IoU thresholds (mAP50-95 at 55.47%). For pallets, the model achieves 
moderate precision (78.81%) but struggles with recall (51.29%), resulting in a 
balanced F-Score of 62.09%. Accuracy in pallet localization at a 50% IoU threshold 
is moderate (mAP50 at 59.36%), but there’s considerable room for improvement 
across IoU thresholds (mAP50-95 at 29.88%).

Table 3 Object/damage detection metrics 

Precision Recall (%) F-score (%) mAP50 (%) 

Orange 74.5 82.3 78.3 84.1 

Pallets 78.8 51.3 62.1 59.4 
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5 Hyperparameter Tuning 

Hyperparameter tuning is the process of adjusting parameters in a model, such as 
architecture, number of neighbors, kernel, epoch number, and tree depth, to influence 
the learning process. 

5.1 Classification Tuning 

5.1.1 SVM Parameters: Kernel 

The Random Basis Function (RBF) outperformed Linear in classifying orange 
quality, with an accuracy rate of 94.78%, precision of 95.9%, and recall rate of 95.9%. 
This indicates that RBF’s enhanced capability in identifying defects outperforms 
Linear’s 92.3% accuracy rate and 92.3% recall rate, indicating superior performance 
in orange quality classification. 

The Random Basis Function (RBF) kernel outperformed Linear in classifying 
pallets, demonstrating superior accuracy (84.77%), higher precision (86.8%), better 
recall (85%), and an 85% F-Score (85%). This indicates enhanced predictive capabili-
ties, avoiding false positives, and capturing more relevant instances. The RBF kernel 
outperformed Linear in all measured metrics, indicating superior performance in 
pallet classification for this use-case. 

5.1.2 KNN Parameter 

The evaluation of KNN models for an automatic product grading system using an 
orange dataset reveals varying performance based on the number of neighbors. With 
n_neighbors set to 2, the model achieves 92.50% accuracy, precision, recall, and 
F-Score at 93.00%. Even with higher n_neighbors, it maintains strong performance 
at 91.35%. 

The performance of KNN models in an automatic product grading system varies 
with n_neighbors. Initially, models show moderate accuracy at 67.55%, low false 
positive rate, and recall at 67%. Increased n_neighbors leads to lower accuracy. 

5.1.3 Decision Trees Parameters 

The orange quality classification model’s maximum depth parameter is analyzed, 
with a maximum depth of 5 achieving an overall accuracy of 86.30%. Increasing the 
depth to 5 slightly improves accuracy to 86.62% and precision, recall, and F-Score to 
87.00%. A further increase to 10 results in a marginal increase to 87.28%, suggesting 
a pragmatic choice.
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The orange classification model’s performance is influenced slightly by the ‘max_ 
features‘ parameter. Setting it to ’None’ results in an accuracy of 86.13%, but may 
lead to sub-optimal generalization. However, setting it to ’sqrt’ improves the model’s 
performance by achieving an accuracy of 88.09% and precision, recall, and F-Score 
of 88.00%. Setting it to ’log2’ balances complexity and effectiveness. 

The data presented illustrates a pattern in the accuracy of the pallet classification 
model concerning different depth configurations. Initially, with a shallow tree depth 
set at 0, the model attains an accuracy of 76.16%. However, as the depth increases 
to 3, the accuracy slightly decreases to 74.83%, suggesting potential difficulty in 
discerning intricate features. Expanding the depth to 5, enabling more nuanced anal-
ysis, results in an accuracy boost to 75.50%. Notably, with a depth of 10, the model 
achieves its peak accuracy of 78.15%, indicating that a deeper tree structure enhances 
performance. 

In analyzing the impact of tuning the max_features parameter on the pallet classi-
fication model, several key findings emerge. Initially, setting max_features to ’None’ 
yields a notable accuracy of 75.50%, although it may introduce heightened model 
complexity. Conversely, opting for ’sqrt’ or ’log2’ significantly reduces accuracy to 
62.25% and 66.23%, respectively, despite the imposition of feature constraints. 

5.2 Object Detection Parameter Tuning 

5.2.1 Model architecture 

YOLOv8 models are object detection tasks with varying sizes, computational 
complexity, and performance. They range from YOLOv8n (Nano) to YOLOv8x 
(Extra Large), offering a trade-off between model size, inference speed, and accu-
racy. The training dataset consisted of 501 images, with a batch size of 16 images 
per iteration and an optimal learning rate of 0.00125. 

YOLOv8n has the shortest training time at 3.1 min, followed by YOLOv8s at 3.4 
min, and YOLOv8m with the longest training time of 5.4 min. 

Table 4 compares orange defect detection scores across three YOLOv8 models: 
YOLOv8n, YOLOv8s, and YOLOv8m. YOLOv8n has the highest precision 
(0.93794), low false-positive rate (0.82292), and recall (0.84292), indicating a larger 
proportion of true positives. It also has the highest average precision across different 
overlap scenarios, suggesting better performance.

Table 4 Orange defect detection scores versus chosen model 

Model Precision (%) Recall (%) F-score (%) mAP50 (%) 

YOLOv8n 74.5 82.3 78.3 84.1 

YOLOv8s 81.6 67.7 74.1 82.6 

YOLOv8m 93.8 63.0 75.4 82.4 
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Table 5 Pallet damage detection scores versus chosen model 

Model Precision (%) Recall (%) F-score (%) mAP50 (%) 

YOLOv8n 78.8 51.3 62.1 59.4 

YOLOv8s 82.2 62.1 70.7 64.0 

YOLOv8m 59.5 62.1 60.8 61.9 

The YOLOv8 models have distinct performance metrics, with YOLOv8m being 
a balanced choice for preprocess, inference, and postprocess stages. YOLOv8n, with 
its inference speed being ideal for real-time applications. Both models are efficient for 
resource constraints, offering a trade-off between speed and performance. YOLOv8n 
is the most suitable model for defect detection on oranges, demonstrating competitive 
F-scores and favorable speed metrics. 

Pallet Damage Detection: The dataset is divided into three sets for training, 
validation, and testing. The training set has 117 images, the validation set has 18 
images, and the test set has 31 images. The training process uses default settings and 
the AdamW optimizer. 

YOLOv8n has, as expected, the shortest training time at 2.5 min, followed by 
YOLOv8s at 3.1 min, and YOLOv8m with the longest training time of 5.8 min. 

Table 5 compares YOLOv8 models for pallet damage identification tasks, 
revealing YOLOv8s outperforms other models in precision, recall, F-score, mean 
Average Precision, and training time. YOLOv8s is more effective in identifying 
damaged areas on pallets, with a reasonable training time. YOLOv8n and YOLOv8m 
have lower precision and F-score, making them less suitable for this task. 

5.2.2 Epochs 

The Pallet Scores Versus Epochs evaluation used a dataset split of 70% for training, 
11% for validation, and 19% for testing, with the YOLOv8n model focusing on 
Nano. 

The oranges detection model showed its best performance at epoch 75, with 
precision increasing from 81.5% to 88.55%. Recall fluctuated, peaking at 73.96% in 
both the initial and final epochs. The F-Score and mAP50 varied over time, reflecting 
the model’s improving accuracy. 

For Pallet Damage Detection, using the YOLOv8s model over 50 epochs, preci-
sion started at 70.77%, while recall was low at 20.36%. By epoch 50, recall improved 
to 48.77%, and the F-Score reached 55.08%. At epoch 75, precision dropped to 
60.02%, with recall at 62.14%, yielding an F-Score of 61.02%. By epoch 100, preci-
sion declined to 42.72%, but recall remained high at 62.99%, resulting in an F-Score 
of 50.99% and mAP50 of 54.86%.
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6 Discussion 

The RBF Kernel was identified as the most effective model for classifying oranges 
and pallets due to its ability to handle complex, nonlinear data. Its flexibility and 
robustness against overfitting made it preferable to Linear models. 

The best object detection results were achieved using YOLOv8n for oranges and 
YOLOv8s for pallets at 75 epochs. The smaller models often outperformed larger 
ones, highlighting the importance of network architecture and parameter tuning over 
size. Dataset characteristics, like class imbalance, also influenced performance. 

YOLOv8 was selected for its real-time processing capabilities, accuracy, and 
ongoing updates, making it ideal for practical object detection tasks. For detecting 
plastic pallet defects, SVM, KNN, and Decision Trees were chosen due to their 
ability to handle complex patterns and generalize across diverse datasets. 

The study highlighted the need for dedicated damage detection models for plastic 
pallets, with YOLOv8 showing strong initial performance in terms of precision, 
recall, F-scores, and mAP50-95. These insights set the stage for future research in 
defect detection. 

7 Conclusions 

A general-purpose automatic grading system that integrates live color detection, 
quality classification, and damage detection, combined with the precision of a robotic 
arm, is a significant step forward in streamlining manufacturing processes. This 
system is particularly beneficial for those looking to implement automated quality 
control systems across diverse product types. Additionally, it is important to note 
that the results obtained in this study are subject to further improvement with the 
utilization of a substantially larger dataset. The encouraging aspect is that these 
baseline results for the quality classification of oranges align closely with the findings 
presented in the literature [4]. The comparison indicates a strong correspondence 
between this model’s performance and established benchmarks. 

FlexiGrade is a comprehensive system that offers versatile product grading across 
various types and metrics. Its modular design allows for easy customization, allowing 
users to suit different product types and grading requirements. This adaptability 
is crucial in dynamic manufacturing environments. FlexiGrade’s seamless integra-
tion with robotic arms enhances its utility in automated processes, reducing manual 
intervention and enhancing efficiency. This comprehensive system stands out in the 
absence of existing general-purpose solutions for versatile product grading. 

Future work should be directed at enhancing the functionality of the system. This 
includes enhancing the algorithms for better performance as well as enabling easy 
integration of the system into different manufacturing environments. Furthermore, 
larger datasets of plastic pallet defects used on this work should be availed. This is
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expected to produce better performing models. Automated systems for data gener-
ation should be implemented similar to the one provided in [7]. In addition, in the 
future, effects from shadows and illumination should be also considered in the live 
color detection phase. 
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Abstract An important driver for increasing productivity in manufacturing small 
and medium-sized enterprises (SMEs) is the digitization and digitalization of produc-
tion processes. The associated increase in data volume offers enormous potential for 
analyzing and optimizing processes. Data from a variety of devices and systems 
increases the need for intelligent, dynamic analysis models. However, SMEs have a 
low to very low degree of digitalization. This is the result of a combination of various 
factors, such as scarce financial and human resources for research and development 
activities, lack of IT expertise, and a reluctance to introduce new digital technolo-
gies and artificial intelligence. Furthermore, the production processes of processing 
SMEs are very individual and sometimes highly specialized, so existing AI modules 
cannot be adapted to the existing production structure without increased adaptation 
effort. As part of this doctoral project, two machine learning methods were developed 
for practical use in a processing SME. The aim was to identify connections between 
energy consumption and plastic scrap and the machine settings as well as to find 
optimal parameter settings to increase energy efficiency and reduce the waste rate. 
The focus was on the simplicity of the solution and the easy adaptability to changing 
production processes. It could be shown that significant increases in productivity can 
also be achieved with less complex AI processes, the selection of which is based on 
a clear definition of goals. 
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1 Introduction 

Small and medium-sized enterprises (SMEs) are the most important economic drivers 
in Germany and also in the countries of the EU. In Germany, there are about 2.5 
million SMEs, which account for 42% of the country’s total value added and employ 
55% of socially insured employees [1]. In 2020, SMEs generated 33.7% of all sales 
in Germany [2]. However, the degree of digitization of SMEs in Germany and also 
in the EU is very low. The Institute for SME Research Bonn determined that in 2022, 
82% of German SMEs have a low to very low digitization intensity [3] (Figs. 1, 2). 

Compared to large companies, SMEs must accept some hurdles in introducing 
and implementing new technologies and concepts, which leads to SMEs investing 
significantly less in research and development as well as in practical implementation. 
Rammer et al. identified the following main barriers to R&D activities in SMEs [5]:

• Minimum project sizes and minimum costs: SMEs have to invest a higher 
proportion of their total resources in R&D projects compared to larger compa-
nies, as the technological effort does not allow projects to be scaled down at will. 
However, these resources are needed in other areas of the company (e.g., inno-
vation activities in process automation or marketing). Furthermore, many SMEs 
refrain from these activities due to the high minimum costs of R&D projects.

• High initial and fixed costs in research and development: To implement R&D 
projects, there must be a minimum of technical and personnel equipment, which 
can usually only be used for their project-specific application area. After the end of

Fig. 1 Percentage of SMEs, employees in SMEs, and value growth of SMEs in Germany and the 
EU 2021/2022 [4]
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Fig. 2 Degree of digitization of SMEs and large companies in 2022 [3]

the research activities, these investments are often no longer usable for other areas 
of the company (“sunk costs”). Furthermore, R&D costs have a high proportion 
of fixed costs, which can only be economically distributed in the case of several 
R&D projects.

• Limited debt financing: SME-related research is usually very specifically 
tailored to the respective company and its processes and strategies. On the one 
hand, this makes it difficult for external parties to assess the chances of success 
and, on the other hand, transferability to a broad mass for long-term economic 
exploitation is often not possible. These factors reduce the willingness of external 
donors to finance SME R&D projects.

• High-risk exposure: Due to the high fixed costs and minimum project sizes, 
SMEs can only pursue a few R&D projects at a time. Therefore, unlike large 
companies, they can’t spread the innovation risk internally. The failure of one of 
these projects can quickly lead to a threat to the existence of the company for 
SMEs, as a considerable proportion of resources has been invested in the R & D 
project and any deficits that may have arisen are difficult to compensate for.

• Research cooperation: The use of external knowledge to expand one’s know-
how is particularly important for SMEs. However, the formation of cooperations 
requires a high level of investment and at the same time also carries the risk of 
knowledge leakage. In contrast to large companies (LSEs), R&D projects of SMEs 
are largely activities that concern the central core processes and are therefore 
subject to a high level of secrecy to protect the company. 

Therefore, it is of great economic importance to support digitalization and the 
use of intelligent data processing mechanisms in SMEs. In addition to the lack of 
expertise in the IT sector, many decision-makers in SMEs find it difficult to recognize 
the optimization opportunities offered by artificial intelligence (AI) for their business 
sector and to specify the changes and expectations of successfully used AI. Thus, 
the introduction of these procedures to provide the necessary resources appears to
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be a high time and cost factor. These factors include first IT personnel with AI skills, 
acquisition costs for end-to-end digitization of the respective area of application, 
possible machine failures due to tests to be carried out, training of existing personnel 
in the use of new technologies, and finally compliance with legal requirements for 
data protection. It is also not clear to companies at the beginning whether and to 
what extent optimization potential can be recognized at all and how it can then be 
implemented. To successfully carry out the digitization and automation process, it is a 
good idea for SMEs to make gradual changes to the IT and production infrastructure. 
To digitize the individual production areas and use artificial intelligence methods, 
decision-makers and employees must be actively involved in these processes and 
convinced of them. Furthermore, for the technical implementation, there must be 
knowledge of the work and production processes and their interrelationships. This 
results in the need to be in close contact with the respective production employees and 
to understand the individual work processes. On-site inspections and communication 
across all levels serve to reduce critical key factors:

• Non-acceptance of the “new” technologies: Many employees fear the loss of 
jobs. Automation eliminates the need for certain manual operations. This primarily 
concerns activities that are easy to perform and could be replaced by machines. 
Furthermore, the introduction of digitization is associated with new competencies 
and skills of employees. In addition, there are also reservations regarding data 
protection and IT security.

• Incomplete database: Especially in SMEs, older machines are often still used. In 
addition, not entire machine parks are replaced during the conversion, so commu-
nication between the individual devices is not always given. As a result, you 
must deal with different communication channels and their combination between 
the machines and databases. In many cases, there are also media breaks in the 
higher-level departments (Fig. 3).

• Insufficient definition of the objective: The exact objective is essential for the 
selection of the data, the meaningful calculation by the AI algorithms, and thus 
the generation of meaningful models. Only with a well-prepared database can an 
optimal result be achieved, which brings significant added value for the SME.

• Insufficient knowledge of processes and workflows: For AI that is optimally 
tailored to the company, it is essential to have a good knowledge of the workflows 
that affect the achievement of the goal. Often, certain steps do not seem sensible to 
the developers, but they have proven themselves over the years for the employees 
in production. 

However, AI applications that relate specifically to the field of corporate environ-
mental protection have so far rarely been found in manufacturing SMEs [7]. Due 
to the above-mentioned reasons for the difficulties of the introduction of AI and the 
associated digitalization, manufacturing SMEs are focusing, if at all, on the economic 
benefits of using these technologies. It therefore makes sense to couple economic
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Fig. 3 Communication channels used between machines and databases in SMEs [6]

with ecological advantages, as was carried out in this doctoral project. For the compa-
nies, a cost advantage is achieved through material and energy efficiency, which at 
the same time serve to reduce environmental pollution by lowering greenhouse gas 
emissions and conserving resources. 

2 Materials and Methods 

This project aimed to develop AI processes for use in manufacturing SMEs to save 
energy and waste for the entire manufacturing process. In addition to a reduction 
in environmental pollution and damage, the increase in material and energy effi-
ciency leads to a reduction in production costs in companies, which in turn leads 
to an increase in competitiveness. Using an example of an application in a plas-
tics manufacturing company, an adaptable solution for the resource optimization of 
materials and energy is being developed using the machine learning method Random 
Forest (RF) [8] and the development of an artificial neural network (ANN) [9]. The 
following research questions were addressed:

• How can machine learning methods be used to establish relationships between the 
parameter settings of the machines, the energy consumption and the probability 
of incorrectly produced plastic parts, and which parameter changes reduce energy 
consumption and reduce the probability of incorrect production?
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Ultimately, the RF model should be able to make statements that machine x 
can reduce the energy consumption per produced part by z kWh by changing the 
parameters y1, y2, …, yn. 

Based on the RF model, an ANN is then developed to increase the accuracy of 
these statements. The development of the ANN addresses the following research 
question:

• How can neural networks be used to find ideal machine settings to reduce energy 
consumption and improve quality? 

For practical use, the ANN is to make statements on the following questions:

• How much energy could be saved if the optimal machine parameter settings 
proposed by the ANN were used?

• To what extent can the quality be improved considering the reduction of plastic 
waste? 

The statements of these two AI methods should also be interpretable for humans, 
as many AI models, but especially ANN, exhibit black-box behavior. 

In the run-up to the development work, a structured investigation was carried 
out to determine whether the use of AI for the objective is at all in an appropriate 
cost–benefit ratio. Therefore, the following process of the introduction of AI was 
identified and kept as general as possible so that it can be adapted to other problem 
definitions of SMEs (Fig. 4).

First, the relevant data was identified with their sources. It turned out that the 
data were distributed heterogeneously or, in some cases, not collected at all. There-
fore, the machines were equipped with energy meters, and the OPC UA architecture 
was implemented for the data exchange of the machines. OPC UA (Open Platform 
Communications Unified Architecture) is a communication protocol designed for 
seamless data exchange between industrial devices and systems, regardless of plat-
form or vendor. It enhances interoperability, security, and scalability, enabling real-
time data sharing and advanced information modeling in automation environments. 
This data was then stored centrally in a database. The starting point was 4 machines 
with 34 features and a total of 777,458 data over a recording period of 4 months. 
In the first step, the Random Forest model was developed [8],  which served as a  
basis for comparison for the subsequently developed ANN [9]. The development 
processes are shown in the following figures (Figs. 5, 6).

The evaluation of the RF model results in an energy saving of approx. 58,100 
kWh/year and CO2 savings of 27,540 kg/year at a factor of 474 g/kWh [8]. Due to 
the small amount of data of the M68 machine, which is due to the low production, it 
is not possible to make accurate statements through the RF model (Table 1).

In contrast to the RF method, the ANN considered both energy and quality 
simultaneously when determining the recommended machine settings. However, the 
network’s hyperparameters were optimized for energy saving. In the end, only those 
settings that save energy without reducing quality and have a certain significance are 
considered. These recommended parameters are shown in Table 2.
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Fig. 4 Conceptual process of the introduction of AI in SMEs [6]
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Fig. 5 Process of the RF [6] 

Fig. 6 Process of the ANN [6]

This results in energy savings of approximately 5,327 kWh/year and CO2 savings 
of 2,525 kg/year at a factor of 474 g/kWh [10].
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Table 1 Projected energy savings per year (RF) 

Predicted Energy 
Savings Per Part [Wh] 

Parts produced during the 
measurement period 

Parts 
produced per 
year 

Energy savings 
per year [kWh] 

M64 60 168,917 550,488.438 33,029.31 

M67 20 247,052 805,124.821 16,102.5 

M68 0 86,203 280,929.42 0 

M69 10 275,286 897,137.411 8,971.37 

Total 58,103.18

Table 2 Projected Energy Savings Per Year (ANN) [9] 

Recommended parameter Energy savings 
per part [Wh] 

Parts produced per 
year (interpolated) 

Energy savings 
per year [kWh] 

M64 Cylinder_heating_zone_2_K1 6.29 550,488.438 3,462.57 

M67 Maximum_injection_Pressure_ 
K1, Tool_heating_circuit_1 

1.67 805,124.821 1,344.56 

M69 Cylinder_heating_zone_1_K1, 
Cylinder_heating_zone_4_K1 

0.58 897,137.411 520.34 

Total 5,327.47

3 Results 

Each method—the Random Forest and the ANN—approaches the problem differ-
ently, leading to notable variations in results, which highlight the strengths and 
weaknesses of both algorithms [8] [9]. 

The RF algorithm treats energy and quality separately, offering distinct parameter 
adjustments for each objective. For example, when applied to the M64 machine, RF 
identified that adjusting the switching injection pressure could result in a 6% improve-
ment in quality and save 15.5 Wh of energy. However, it recommended different 
pressure values: 685 mbar for quality optimization and 742 mbar for energy effi-
ciency. This means that achieving both improvements simultaneously would require 
manual adjustments and compromises between the two goals. 

In contrast, the ANN algorithm simultaneously optimized both energy and quality, 
providing unified recommendations for settings. For the M64 machine, it suggested 
changing the cylinder heating zone temperature to 205.44°C, leading to a 4.87% 
improvement in quality and a 6.29 Wh energy saving per part. This ability to offer 
a balanced improvement in both metrics makes ANN a more efficient approach in 
many cases. The following graphics show the corresponding improvements of both 
methods using the example of the M64 machine with the respective parameters 
(Figs. 7, 8).

The same trend is observed for the M67 machine, where RF found that adjusting 
the switching volume could yield a 12% quality improvement and a 10 Wh energy
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Fig. 7 Results of the RF algorithm for M64 [6]
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Fig. 8 Results of the ANN for M64

saving. However, the RF recommendations for quality and energy optimization were 
not aligned. For example, it proposed that adjusting the mass cushion to 8.4 cm3 

would result in a 4% quality improvement, while adjusting it to over 11 cm3 would 
save 5 Wh of energy. The ANN, however, suggested that the same parameter could 
yield a 0.13% quality improvement and 7.14 Wh energy savings when set to 17.052 
cm3, showing a more balanced optimization approach (Figs. 9, 10).

For the M68 machine, RF identified some energy-saving potential, such as a 2.5 
Wh reduction, but also found significant quality improvements—up to 20%—by 
adjusting certain parameters like the tool heating circuit and cylinder heating zones.
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Fig. 9 Results of the RF algorithm for M67 
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Fig. 10 Results of the ANN for M67

However, due to limited data (86,203 data sets), the ANN could not be trained for 
this machine, and thus no conclusions could be drawn. 

In the case of M69, RF found no simultaneous improvements for energy and 
quality, but it suggested significant quality enhancements, such as an 18% increase 
by adjusting the cylinder heating zone to 243.3°C. ANN, on the other hand, recom-
mended minor changes, such as adjusting the same heating zone to 245.338°C, 
resulting in a 0.06% quality improvement and 0.11 Wh energy saving (Figs. 11, 12).



102 M. Willenbacher and V. Wohlgemuth

0 5 10 15 20 

Mass_cushion_K1 [cm3] 

Injec on_ me_K1 [s] 

Cylinder_hea ng_zone_1_K1 [°C] 

Cylinder_hea ng_zone_2_K1 [°C] 

Cylinder_hea ng_zone_3_K1 [°C] 

Tool-hea ng_curcuit_3 [°C] 

Tempering_device_1_Tool [°C] 

Cycle_ me [s] 

RF - M69 

Energy [Wh] Quality [%] 

Fig. 11 Results of the RF algorithm for M69 
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Fig. 12 Results of the ANN for M69 

That leads to the conclusion that while RF can identify valuable parameter adjust-
ments, its limitations lie in treating quality and energy independently. ANN, on the 
other hand, is more flexible and accurate because it learns from data and can simul-
taneously optimize for multiple objectives. However, it requires a larger data set and 
more development time. Despite the challenges, ANN offers a more comprehensive 
and accurate method for optimizing industrial processes, making it particularly useful 
for improving energy efficiency and quality in small and medium-sized enterprises 
(SMEs).
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In summary, both methods have their advantages: RF is quicker to implement and 
useful when data is limited, but ANN provides superior results when sufficient data 
is available, making it the preferred approach for more complex optimization tasks 
in industrial settings. 

4 Conclusion 

As part of this research project and through the constant intensive exchange with 
other medium-sized companies, it became clear again and again that they are gener-
ally open to the introduction of AI. However, AI technologies are perceived as very 
confusing. Existing lighthouse projects cannot be adapted to the individual needs 
of the respective SMEs without expert knowledge. The subject of further research 
would be to provide standardized and usable AI modules based on the most common 
use cases of manufacturing companies. For example, customized company-related 
software solutions can be offered on the “IT2match” platform [11]. There, compa-
nies and software developers are networked according to their needs and offers 
for the digital workflow. An AI platform for various use cases with corresponding 
networking options for companies and developers would be a future possibility to 
introduce intelligent solutions in SMEs. 

First and foremost, less complex technical systems should be used when intro-
ducing AI. The algorithms presented here can be integrated into the IT of most 
companies without considerable personnel and financial effort. Furthermore, this 
makes it easier to adapt to similar problems. In particular, the coupling of an intel-
ligent circular economy with intelligent process optimization can be promising for 
ecological production from an economic point of view. By linking it to the processing 
technology (combination of sensors and actuators) on the machines and vehicles, an 
automated process flow is formed that can uncover further ecological potential using 
AI processes. There is no question that digitization has a decisive influence on effi-
cient production and serves to optimize and thus save costs for companies because 
even with the inclusion of a few machines, possible reductions of about 2.500 kg 
of CO2 per year could be determined. If you keep in mind that the company has 20 
times the number of plants, it becomes clear what enormous economic and ecolog-
ical advantages this technology holds. If these research results and their practical 
application are extended to other SMEs, a significant contribution can be made to 
reducing CO2 emissions. 
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Low-Power and High-Perceptibility 
Underwater Drone Implementation 
for Inshore Aquaculture 

Tian Song, Takafumi Katayama, Takashi Shimamoto, and Xiantao Jiang 

Abstract In this work, a total solution is proposed for a typical underwater drone 
with high quality and low power consumption dedicated to inshore aquaculture. The 
proposed method introduced a high-perceptibility underwater image correction algo-
rithm using a structural similarity evaluation to improve the video quality and object 
detection accuracy. The proposed algorithm considered real-time performance and 
low-power consumption by redesigning a compact model. It also employed automatic 
mixed precision (AMP) to effectively reduce the computational redundancy. An effi-
cient implementation is also introduced using a low-cost GPU board, namely Jetson 
Xavier NX. The proposed implementation demonstrates improved object detection 
performance with a processing speed up to 60 fps. 

Keywords Underwater drone · Inshore aquaculture · Object detection · Low 
power implementation 

1 Introduction 

Inshore aquaculture plays a critical role in addressing the global food security chal-
lenge and mitigating the environmental impacts of land-based agriculture. However, 
inshore aquaculture which employs open-net cages carries a high potential for
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environmental degradation. To avoid these potential risks, land-based aquaculture 
is promoted with very high productive costs in Japan. On the other hand, open-
water aquaculture is an environmentally friendly alternative to traditional aquaculture 
methods, but it comes with a significant cost. Furthermore, the high cost of open-
water aquaculture highly depends on state-of-the-art technology, particularly in the 
development of low-cost, high-performance drones for environmental monitoring 
and management. 

In recent years, small underwater remotely operated vehicles (ROVs) have 
emerged as powerful tools in a wide range of applications in marine industries, 
scientific research, and entertainment [1–3]. They allow for cost-effective and effi-
cient inspection, monitoring, and exploration of underwater environments without the 
need for human divers. To address the challenges of traditional aquaculture, devel-
opments of inshore aquaculture utilizing underwater drones become increasingly 
important. In a camera-equipped underwater drone, object detection plays a crucial 
role in autonomous driving in various environments, such as avoiding obstacles, 
locating, tracking targets, and navigating in complex underwater environments. Some 
previous works show good performance using updated learning-based models to 
enhance object detection performance. Moreover, real-time processing is important 
for chasing moving objects in underwater situations. Considering the battery-driven 
underwater operating a low power consumption implementation is also required to 
extend the drone’s operating time. All these factors are especially important for low-
cost underwater drones, which are often utilized for tasks that require long-term 
monitoring. 

Many efficient models have been proposed for object detection, such as 
deformable part models (DPM) and R-CNN [4, 5]. Emerging in recent years, the 
YOLO (You Only Look Once) object detection model has rapidly become an accept-
able choice due to its advantages, leading to widespread use [6]. The YOLO algorithm 
employs a grid-based partitioning of the entire image, where each grid cell is utilized 
to estimate the object class and bounding box. YOLO simplifies the CNN architec-
ture, resulting in faster processing. Unlike approaches that rely on sliding windows 
and region proposals, YOLO employs the entire image for training, allowing it to 
learn contextual information simultaneously. This helps to reduce background false 
positives and improves object discrimination. Considering the high requirement for 
highly accurate real-time object detection in underwater drones, YOLO is used as 
the basic model in our object detection tasks. 

However, underwater videos can suffer from various factors such as light attenua-
tion, water turbidity, backscatter, and camera noise, which can significantly degrade 
the image quality and affect the accuracy of object detection algorithms. These 
factors can also cause color distortion and reduce the contrast and sharpness of the 
images, making it more difficult for the algorithms to distinguish between objects 
and the background. Therefore, the color correction algorithm is highly required for 
an underwater image. Additionally, computational efficiency is essential for object 
detection, as both image correction and object detection algorithms must operate 
within the constraints of computing power and limited memory on an embedded 
GPU. Therefore, achieving real-time processing capabilities becomes crucial.



Low-Power and High-Perceptibility Underwater Drone Implementation ... 107

Our key contributions in this work can be concluded as follows: 

1. A total solution is proposed for a low-cost underwater drone dedicated to inshore 
aquaculture. 

2. An efficient color correction algorithm is proposed to enhance the video quality. 
Consequently, the object detection accuracy is improved. The proposed algorithm 
accurately performs color correction, even for severely deteriorated images. 

3. The reduction in the number of channels and automatic mixed precision 
(AMP) have notably elevated the computational speed through the mitigation 
of redundancy. 

4. Finally, we have introduced an updated model capable of providing accurate 
real-time correction for severely degraded images. 

2 Related Work 

Several related works are introduced in this chapter including a GAN-based color 
correction algorithm named FUnIEGAN, an object detection model named YOLO, 
and a SLAM system named ORB-SLAM. 

2.1 FUnIEGAN 

FUnIEGAN is a conditional GAN (CGAN) that learns the correspondence between 
an image and a condition vector as input to correct the color drifts [7]. FUnIEGAN 
learns the correspondence between an input image and a condition image. Moreover, 
to facilitate real-time processing, FUnIEGAN is redesigned as a simple model with 
significantly fewer parameters compared to typical similar models. This simplicity is 
critical for applications requiring efficient and fast image generation without sacri-
ficing the quality of the generated image. Figure 1 shows the overall structure of 
FUnIEGAN. 

The generator of FUnIEGAN follows a UNet architecture and does not include 
fully connected layers [8]. UNet is an image segmentation network that achieves 
both feature extraction and spatial information retention through convolution. By

Fig. 1 FUnIEGAN’s overall structure 
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replacing the fully connected layers of a CNN with convolutional layers, the output 
shifts from identifying what an object is to determining where the object is located. 
FUnIEGAN is introduced in this work for its fast processing and high correction 
performance. 

2.2 Object Detection 

For image detection in this work, we employ YOLO, a CNN capable of fast and 
accurate object detection [6]. YOLO can detect over 9,000 different objects and 
operates much faster than competitive methods like SSD and Faster R-CNN while 
achieving equal or better accuracy. Object detection algorithms typically consist of 
three main stages: Region Proposal, which detects potential object regions; Classi-
fication, which labels these detected regions; and Bounding Box Regression, which 
estimates the precise coordinates of the objects. In most previous works, regions are 
proposed using various methods before performing classification. However, YOLO 
takes a different approach by dividing the entire image into a grid and predicting 
classes and bounding boxes for each region. This simplifies the CNN architecture, 
allowing for increased speed. Unlike methods that use sliding windows or region 
proposals, YOLO uses the entire image during training, enabling the network to 
learn contextual information surrounding objects. This reduces false detections of 
background elements. Despite its advantages, YOLO has some limitations. The grid 
size is fixed, and each grid cell can detect only one class and a maximum of two 
objects. This restriction makes it challenging to detect numerous objects within a 
single image. 

In this work, we use YOLOX, an improved model of YOLO, as the basic model 
[9]. The baseline network is YOLOv3-SPP, which uses DarkNet53 as its backbone, 
connected to an SPP (Spatial Pyramid Pooling) layer [10]. YOLOX incorporates 
additional features such as EMA (Exponential Moving Average) weight updating, a 
cosine learning rate schedule, IoU loss, and an IoU-aware branch to form its baseline. 
One of the significant features of YOLOX is its anchor-free approach. Unlike tradi-
tional anchor-based methods, anchor-free means that each feature map cell predicts 
a single bounding box, similar to the mechanism in YOLOv3 but with far superior 
accuracy and speed. As a result, YOLOX achieves higher precision than the baseline 
method, demonstrating enhanced performance in object detection. 

2.3 ORB-SLAM 

Simultaneous Localization and Mapping (SLAM) involves accurately determining 
one’s position and orientation while simultaneously gathering various informa-
tion to understand the surrounding environment. Generally, “Localization” is often 
expressed as self-position estimation, and “Mapping” as environment map creation.”
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Hence, SLAM is a collective term for the technology that performs self-position 
estimation and environment map creation simultaneously. 

Visual SLAM refers to SLAM technology that utilizes image information. 
Cameras used in Visual SLAM include monocular cameras with a single lens and 
stereo cameras with multiple lenses. The cost advantage of using relatively inex-
pensive cameras, combined with advancements in technology that have improved 
accuracy, has led to its rapid adoption. Moreover, Visual SLAM can be combined 
with advanced technologies such as video analysis and machine learning to achieve 
more accurate self-position estimation and environment mapping. 

A representative Visual-SLAM system is ORB-SLAM [11]. ORB-SLAM is a 
real-time, ORB feature-based monocular Visual-SLAM that alternates between self-
position estimation and environment mapping. The algorithm begins by initializing 
a 3D point map from two video frames. This is achieved using triangulation based 
on correspondences of 2D ORB features, creating the initial camera pose and 3D 
points, a process known as Map Initialization. 

After the map is initialized, for each new frame, the current frame’s features are 
matched with the features of the last keyframe to estimate the camera pose. The 
estimated camera pose is then refined through local map tracking, a process called 
Tracking. When the current frame is identified as a keyframe, it is used to create a 
new 3D map. At this stage, bundle adjustment is employed to minimize reprojection 
error by optimizing the camera poses and 3D points. This step is known as Mapping. 
Finally, ORB-SLAM uses a bag-of-features approach to detect loops by comparing 
each keyframe with all previous keyframes. When a loop closure is detected, the 
pose graph is optimized, adjusting the camera poses of all keyframes. This final step 
is referred to as Loop Closing. 

3 The Proposed Method 

In this work, we propose new approaches for FUnIEGAN, which is capable of 
real-time inference, to solve challenges in aquaculture industry applications.. These 
approaches include creating new datasets, improving the network, and modifying 
computation methods. An overview of the proposed method is shown in Fig. 2.

In this work, we implement five key improvements to FUnIEGAN, as illustrated 
in Fig. 2. Firstly, to accurately correct images with severe underwater turbidity, 
we create a new dataset specifically tailored for such conditions. This dataset help 
train the model to handle the unique challenges posed by underwater environments, 
including varying levels of turbidity and lighting conditions. Secondly, to enhance 
correction accuracy, we introduce the Structural Similarity Index (SSIM) loss func-
tion. The SSIM loss function is a perceptual metric that evaluates image quality by 
comparing structural information, making it more effective in preserving important 
features and textures in the corrected images compared to traditional loss functions 
like Mean Squared Error (MSE). Thirdly, to improve processing speed, we reduce the
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Fig. 2 Overview of the proposed method

number of channels in the generator and perform computations using 16-bit floating-
point arithmetic. This optimization balances computational efficiency and precision, 
which is crucial for real-time applications where speed is essential. Fourthly, redun-
dant channels in the convolutional layers are reduced to achieve fast processing 
and further low-power consumption. Finally, for even higher precision in image 
correction, we incorporate Squeeze-and-Excitation (SE) Blocks into the network. 
SE Blocks enhance the network’s representational power by adaptively recalibrating 
channel-wise feature responses, leading to better-quality image generation. 

The new FUnIEGAN model is applied to underwater image correction, and the 
output images are evaluated. After assessing the quality of the corrected images, 
the effectiveness of underwater image correction in object detection and SLAM is 
verified. 

3.1 Data Generation 

Preparing a training dataset consisting of paired underwater and ground truth images 
is extremely challenging. Therefore, in this work, Data Generation (DG) is conducted 
by creating new ideal training pairs, where images generated by Water-Net are treated 
as ground truth images [13]. 

The original underwater images are sourced from the Underwater Robot Picking 
Contest dataset, namely URPC2018, provided by the National Natural Science Foun-
dation of China and the Dalian Municipal Government. This dataset is designed for 
object detection of nearshore aquaculture organisms using underwater drones [14]. 
URPC2018 consists of 7,600 images, which include actual footage from the under-
water robot picking contest and various underwater scenes captured by underwater 
drones. 

Figure 3 shows some examples of images included in the URPC2018 dataset.
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Fig. 3 Example of URPC2018 dataset 

Since URPC2018 images are captured by underwater drones, many images 
contain motion blur due to drone movement or are too blurry to recognize the objects. 
Therefore, images with significant blur or haze that obscure object detection are 
removed from the URPC2018 dataset. Additionally, some images in the URPC2018 
dataset were already corrected. Therefore, it was necessary to distinguish between 
underwater images and corrected images. Specifically, the RGB values of each pixel 
in each image were obtained, and then the average RGB values for the entire image 
were calculated. By focusing on the average G and R values, any image with a 
subtraction result of “average G value” and “average R value” that smaller than 33 
is considered a corrected image and removed from the dataset. As a result, a refined 
URPC2018 dataset consisting of 2,359 images is generated. 

Next, the 2,359 images from the URPC2018 dataset are corrected using Water-
Net, creating an ideal training dataset composed of paired underwater and ground 
truth images. FUnIEGAN was then trained on this dataset and the inference results 
are shown in Fig. 4.

As shown in Fig. 4, images that could not be correctly corrected by the existing 
FUnIEGAN were successfully corrected using Data Generation. Hereafter, the 
FUnIEGAN model enhanced by Data Generation will be referred to as the DG 
model. 

3.2 SSIM Loss Function 

The Structural Similarity (SSIM) index is a measure used to calculate the struc-
tural similarity between two images and is widely used in image correction and
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Fig. 4 Correction results by the DG model; Left : Raw data Right:FUnIEGAN with DG model

restoration tasks to evaluate image quality. However, in the existing FUnIEGAN 
model, SSIM is not included as a loss function during the training process, poten-
tially neglecting structural similarity during image generation. To address this issue, 
this work proposes a new training method that incorporates the SSIM loss function 
into the learning process of the FUnIEGAN model. 

The SSIM calculation formula is shown in Eq. 1. Since SSIM calculations are 
performed in local regions, it has a high correlation with subjective image quality. 

SSIM (p) = (2μxμy + C1)(2σxy + C2) 
(μ2 

x + μ2 
y + C1)(σ 2 x + σ 2 y + C2) 

(1) 

Here, p denotes a pixel, μx and μy are the means, σx and σy are the standard deviations, 
σxy is the covariance, and C1 and C2 are constants set to avoid instability when the 
denominator is very small. In this work, C1 is set to 0.01 and C2 is set to 0.03. 

By introducing the SSIM loss function, the objective evaluation value of the 
generated images can be improved, emphasizing structural similarity. As a result, 
the generator can produce images that are more structurally similar to the original
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images. Hereafter, the FUnIEGAN model trained with the SSIM loss function will 
be referred to as the SSIM model. 

3.3 Channels Reduction 

In FUnIEGAN, image generation is performed by the Generator during inference. 
Reducing the number of parameters in the Generator can speed up computation, 
making real-time inference more feasible. 

FUnIEGAN is a fully convolutional model, and the number of parameters in the 
convolutional layers is determined by the filter size and the number of input and 
output channels. The number of parameters in the Generator heavily depends on 
the number of channels. Therefore, this work proposes to reduce the number of 
channels in the convolutional layers of the Generator by half to decrease the number 
of parameters. 

Figure 5 shows the channel representation of the existing FUnIEGAN Gener-
ator, while Fig. 6 shows the channel representation of the Channel Reduction (CR) 
model. Here, the channel reduction is referred to as CR (Channel Reduction), and 
the model with reduced channels is referred to as the CR model. The conventional 
FUnIEGAN has 7,019,587 parameters, while the CR model has 1,756,707 param-
eters. The number of channels in the Generator of the CR model is reduced by 
approximately 75% compared to the existing model. 

Fig. 5 Number of channels of FUnIEGAN Generator
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Fig. 6 Number of channels of FUnIEGAN Generator with CR model 

3.4 Automatic Mixed Precision (AMP) 

To further enhance real-time inference, we propose using Automatic Mixed Precision 
(AMP) to perform calculations in 16-bit floating-point (FP16) format, similar to the 
channel reduction approach. 

Traditionally, neural network models have performed calculations using 32-bit 
floating-point (FP32) format. By using FP16, which has half the bit width of FP32, 
the required memory size is halved, and bandwidth savings during weight transfer 
lead to faster computations. However, performing all calculations in FP16 can lead to 
underflow during training, which can decrease accuracy. Underflow occurs when the 
exponent part of the floating-point operation becomes too small to be represented, 
resulting in the value being rounded to zero. 

AMP addresses this issue by dynamically determining which parts of the compu-
tation should be performed in FP16 and which in FP32. It classifies operations into 
three categories: those that must be computed in FP32 to avoid underflow, those that 
can safely be computed in FP16, and those that should be computed in FP16 for 
performance benefits without loss of precision. By selectively applying FP16 and 
FP32, AMP ensures that training proceeds efficiently without sacrificing accuracy. 

Similarly, performing inference in FP16 speeds up computations, enabling real-
time inference with lower power consumption. Hereafter, the FUnIEGAN model that 
uses FP16 for inference will be referred to as the FP16 model.
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Fig. 7 The structure of SE block 

3.5 SE Blocks 

The Squeeze-and-Excitation (SE) Block functions by automatically recalibrating the 
channel-wise feature responses of convolutional layers. Unlike traditional convolu-
tional layers, SE Block emphasizes important features, enabling the model to focus 
on relevant information and improve image correction. 

In this work, SE Block is incorporated into the architecture of the Generator to 
mitigate the decrease in objective evaluation metrics caused by the reduction in the 
number of channels. SE Blocks efficiently distinguish and prioritize important chan-
nels during the image generation process. This functionality enhances the accuracy 
of the generated images while maintaining real-time processing speed. 

Hereafter, the FUnIEGAN model trained with the SE Block will be referred to as 
the SE Block model (Fig. 7). 

4 Simulation and Implementation Results 

4.1 Simulation Environment 

FUnIEGAN was trained on the URPC2018 dataset with a batch size of 8, using the 
Adam optimization method and a learning rate of 0.0003. The training process lasted 
for 200 epochs. Additionally, the SSIM model was developed by adding the SSIM 
loss function to FUnIEGAN, with a hyperparameter set to 50. 

The CR model modifies FUnIEGAN by halving the number of generator channels 
in all layers. Due to the lack of convergence after 200 epochs, the training was 
extended to 300 epochs. This adjustment reduced the number of generator parameters 
from 7,019,587 to 1,756,707. 

The FP16 model utilizes FP16 operations for computations. Similar to the CR 
model, the training for the FP16 model was extended to 300 epochs due to non-
convergence after 200 epochs. 

The SE Blocks model incorporates SE Blocks processing layers into FUnIEGAN. 
As with the other models, the training was extended to 300 epochs because it did
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Table 1 The detail of configuration in YOLOX 

Input image size 720 × 405 Batch size 32 

Input format RGB Optimizer Momentum 

Epoch 300 Trainning data URPC2018 

Learning rate 0.1 
64 Test data URPC2018 

Back borne arch. YOLOx_s 

not converge after 200 epochs. When SE Blocks were added to the CR model, the 
number of generator parameters increased from 1,756,707 to 1,781,827. 

4.1.1 The Hyperparameter Configuration in YOLOX 

To perform detection, validation was conducted using YOLOX. The various 
parameters used during validation are shown in Table 1. 

The dataset used for YOLOX consisted of the optimized URPC2018 dataset, 
which contains 2,359 images for training and test. 

4.2 Comparison of Color Correction Methods 

The results of the correction performed on the optimized URPC2018 dataset, 
consisting of 2,359 images, are shown in Fig. 8 and Table 2. The processing speed 
is measured on a Jetson Orin Nano, a small GPU module. 

Fig. 8 Comparision of color correction performance
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Table 2 Quantitative evaluation in each model 

DG SSIM CR FP16 SE block MSE PSNR[dB] SSIM FPS epoch 

1350.545 17.663 0.811 66.788 200

� 379.300 23.970 0.927 66.551 200

� � 225.480 26.172 0.950 66.944 200

� � 312.821 24.482 0.923 78.909 300

� � 288.885 25.522 0.938 82.953 300

� � 159.605 27.714 0.955 45.491 300

� � � 238.553 25.152 0.942 82.260 300

� � � 239.267 25.722 0.945 81.616 300

� � � 114.372 29.307 0.963 46.634 300

� � � � 328.637 24.721 0.933 98.861 300

� � � � � 145.292 28.026 0.954 62.153 300 

The DG model was able to correctly perform color correction even on images with 
severe underwater turbidity. Similarly, the proposed method also achieved accurate 
color correction on images with significant turbidity. 

As shown in Table 2, the EUVP model performed the worst in terms of MSE, 
PSNR, and SSIM, which indicate the extent of visual degradation. The DG model 
showed significant improvement in these evaluation metrics compared to the EUVP 
model, indicating better visual quality with less degradation. The SSIM model further 
improved all evaluation metrics, achieving a substantial increase in SSIM values as 
intended. 

Although the CR model and FP16 model showed decreased evaluation metrics 
compared to the SSIM model, they each demonstrated processing speed improve-
ments of approximately 12.4 FPS and 16.00 FPS, respectively, over the DG model. 
The SE Block model achieved the best results among the individual models for all 
evaluation metrics. However, it showed a decrease in processing speed by 21.06 FPS 
compared to the DG model, despite only a 1.4% increase in the number of parameters. 
This is likely due to the computational cost and increased memory usage resulting 
from the introduction of SE Blocks in all layers of the Generator. 

The combined DG & SSIM & CR & FP16 model achieved a processing speed of 
98.861 FPS, representing an improvement of 32.31 FPS over the DG model. The final 
proposed method (DG & SSIM & CR & FP16 & SE Block) maintained a processing 
speed of over 60 FPS, achieved the second-best results in MSE and PSNR, and the 
third-best result in SSIM. These results demonstrate that the proposed method is a 
high-accuracy correction model capable of real-time processing.
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4.3 Object Detection Results 

The results of training and inference using images corrected by Water-Net from the 
2,124-image URPC2018 dataset are shown in Fig. 9 and Table 3. 

As shown in Fig. 9, the original images allow for some detection, but only for 
objects in the foreground or those that are large. Objects in the background are not 
detected. In the EUVP model, the failure in correction adversely affects the detection 
results. The DG model improves detection, allowing for the identification of objects 
that are not detected in the original images. The proposed method further enhances 
the detection performance, identifying objects in the background that even Water-Net 
failed to detect. 

From Table 3, the mean Average Precision (mAP) for the original images is 
80.55%. However, the Average Precision (AP) for sea cucumbers and scallops is 
relatively low, at 68.20% and 79.93%, respectively. The EUVP model, due to failed 
correction, shows the worst detection performance with an mAP of 73.89%. The DG 
model, having correctly performed correction, improves the mAP to 82.76%, with 
an 8.55% increase in the AP for scallops.

Fig. 9 Qualitative evaluation of detection accuracy for each model
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Table 3 Quantitative evaluation of object detection for each model 

DG SSIM CR FP16 SEBlock Average precision for each class (%) mAP(%) 

Sea urchin Sea 
cucumber 

Scallop Starfish 

85.24 61.10 80.33 68.91 73.89

� 89.97 69.57 88.48 83.02 82.76

� � 89.99 73.23 90.47 86.03 84.93

� � 89.35 72.19 90.58 83.13 83.81

� � 89.64 73.32 89.86 85.70 84.63

� � 90.21 71.64 90.52 84.96 84.33

� � � 89.70 70.89 89.87 84.62 83.77

� � � 90.23 71.85 88.46 85.74 84.07

� � � 90.10 73.32 91.94 86.21 85.39

� � � � 89.97 71.10 88.27 84.15 83.37

� � � � � 91.26 73.51 91.47 83.24 84.87 

Water-net 90.84 74.59 92.67 86.15 86.06 

Raw 90.03 68.20 79.93 84.05 80.55

The DG & SSIM & SE Block model achieves the highest mAP of 85.39% among 
all models, also attaining the highest AP for scallops and starfish. The final proposed 
method achieves an mAP of 84.87%, the third highest among all models. It also 
records the highest AP for sea urchins and sea cucumbers, making it highly suitable 
for applications in the aquaculture industry. 

These results demonstrate the effectiveness of underwater image correction in 
object detection and the efficacy of the proposed method. 

Additionally, the processing time for YOLOX, when run on the Jetson Orin Nano, 
achieves 15.246 FPS. When FUnIEGAN and YOLOX are combined in a pipeline, a 
processing speed of 9.469 FPS is achieved. 

4.4 ORB-SLAM Results 

To demonstrate the effectiveness of underwater image correction, evaluations were 
conducted using not only object detection but also SLAM (Simultaneous Localization 
and Mapping). Figure 10 shows the feature point extraction process in SLAM.

Figure 10 highlights a portion of the feature point extraction. As shown in the 
figure, the original images suffer from severe underwater turbidity, resulting in very 
few feature points being extracted. The extracted few points are all located in the 
foreground without feature points detected in the background. 

In contrast, the images corrected using the proposed method show significant 
improvement. The turbidity is effectively removed, allowing for the extraction of a
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Fig. 10 Feature point extraction process in SLAM

Fig. 11 Mapping results of ORB-SLAM 

large number of feature points. Unlike the original images, feature points are extracted 
not only in the foreground but also in the background. 

Next, Fig. 11 shows the mapping process using SLAM. 
Figure 11 illustrates the mapping results for each method. From the figure, it is 

evident that mapping stops due to the shortage of feature points with the original 
images. As shown in Fig. 10, the failure to extract sufficient feature points led to the 
inability to continue mapping. 

In contrast, the images corrected with the proposed method allowed for the extrac-
tion of a substantial number of feature points, enabling the mapping process to 
continue without interruption until completion. These results clearly demonstrate 
the effectiveness of underwater image correction for SLAM applications. 

5 Conclusion 

In this paper, we proposed an underwater image correction method optimized for real-
time inference on small underwater drones. While the existing Water-Net method 
offers high-accuracy correction, it has the disadvantage of a substantial computa-
tional load. FUnIEGAN allows for real-time processing but fails to perform accurate
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color correction in aquaculture environments. To address these issues, we created a 
dataset suitable for the aquaculture industry and made improvements to the network. 
As a result, the proposed method achieved high-performance correction in aqua-
culture environments while maintaining real-time capabilities. Additionally, the 
proposed method demonstrated high-accuracy object detection, particularly effec-
tive for detecting sea urchins and sea cucumbers, highlighting the effectiveness of 
underwater image correction. The effectiveness of the proposed method was also 
validated in SLAM applications. Future work will focus on applying the results of 
object detection and SLAM to autonomous control. 
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Integration of Process Modeling 
and LCA for the Assesment 
of the Environmental Impact 
of Pharmaceutical Industries: Case Study 

Shaimaa Ragab and Amna Ramzy 

Abstract Life Cycle Assessment (LCA) is utilized to evaluate the environmental, 
economic, and social impacts of a product or process across all stages of its life 
cycle, from raw material extraction to disposal. The carbon footprint, a measure of 
the total carbon dioxide emissions directly and indirectly caused by an activity or 
accumulated over a product’s life stages, is a key component of this assessment. This 
study aims to demonstrate the application of LCA in an Egyptian pharmaceutical 
factory producing oral liquid drugs. Initially, Material and Energy Flow Analysis 
(MEFA) was conducted using Umberto Efficiency + before establishing the inven-
tory for LCA using Umberto LCA + . The assessment followed ISO 14040/14044 
standards, with a cradle-to-gate system boundary that considered raw material trans-
portation, energy use, waste handling, and carbon footprint estimation. Results show 
that 78.25 kg CO2-Eq is generated to produce 3,597.21 kg of oral liquid drug. Syrup 
production contributes over 85% to terrestrial ecotoxicity and climate change, with 
more than 25% impact on fossil depletion. This study highlights a significant advan-
tage by being based on actual values from a real case study within a pharmaceutical 
factory. Gaining access to such data is particularly valuable, given the stringent regu-
lations that make it difficult to obtain information from pharmaceutical factories. 
As such, this research fills a critical gap by applying LCA to non-sterilized liquid 
drugs, an area that has been largely unexplored. Moreover, LCA modeling links 
technology with sustainability, leveraging computer science to assess and enhance 
the environmental sustainability of complex systems. 
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1 Introduction 

Life Cycle Assessment (LCA) has become a crucial tool for evaluating the environ-
mental impacts of pharmaceutical products across their life cycles. Previous studies 
have explored different aspects of LCA in the pharmaceutical industry, focusing on 
various stages from cradle-to-gate. 

LCA modeling serves as a method to link technology with sustainability, utilizing 
computer science to evaluate the environmental impact of our systems. By leveraging 
comprehensive life cycle data and integrating advanced modeling techniques, LCA 
allows us to quantify and improve the sustainability of pharmaceutical processes, 
bridging the gap between technological advancement and ecological responsibility. 

For example, Gonzalez et al. characterized the environmental impact of Active 
Pharmaceutical Ingredient (API) manufacturing, revealing that solvent use signifi-
cantly contributes to environmental impacts, particularly when incineration is used 
instead of recovery [1]. Kim et al. applied LCA to assess the life cycle inventories of 
enzymes, emphasizing the importance of modular inventory estimation techniques 
for accuracy in biocatalyzed processes [2]. 

Additionally, Parvatker et al. provided insights into the greenhouse gas emis-
sions associated with anesthetic drugs, highlighting the correlation between synthesis 
complexity and environmental impact [3]. Other studies, such as those by Sherman 
et al., compared the environmental impacts of pharmaceutical packaging mate-
rials and anesthetic drugs, respectively, demonstrating the potential for significant 
environmental gains through material choice and process optimization [4]. 

However, despite these advances, there remain methodological challenges and 
gaps, particularly in the application of LCA to non-sterilized liquid drugs. Siegert 
et al. proposed harmonized rules to address these challenges, yet highlighted the 
need for further research, particularly in modeling the use and end-of-life phases of 
pharmaceutical products [5]. 

Finally In the pharmaceutical field, Sharma et al. compared the environmental 
effects of two paracetamol dosage forms using GaBi v8.0. The study revealed that 
syrup production contributes significantly to climate change (90%) and other impact 
categories such as fossil fuel depletion, freshwater consumption, and ecotoxicity. In 
contrast, tablet production mainly affects human toxicity and metal depletion. The 
findings indicate that syrup production has a more substantial impact across multiple 
categories compared to tablet production. This study provides valuable insights 
for environmental managers to better manage the sustainability of pharmaceutical 
products [6]. 

Building on this foundation, our study aims to address the underexplored area 
of LCA application in non-sterilized liquid drugs. By leveraging comprehensive 
life cycle data and addressing existing methodological challenges, this research 
contributes to a more sustainable and environmentally responsible pharmaceutical 
industry.
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2 Experimental Work 

This section describes the materials, methods, and tools that are used in this work. 
Experimental steps are described in detail. 

2.1 Materials 

The manufacturing of the oral liquid drug, Halorange, a food supplement produced by 
an Egyptian factory, involves the use of carefully selected materials to ensure both 
safety and efficacy. The Active Pharmaceutical Ingredients (APIs) include high-
quality vitamins such as vitamin C (ascorbic acid), vitamin E, and Cod liver oil 
(Halibut) sourced from reputable suppliers in China not mentioned according to 
factory privacy. Vegetable oils are the main dietary sources of vitamin E components. 
In the manufacturing of liquid drug, various materials play crucial roles in ensuring 
product stability, palatability, and overall efficacy. Ingredients such as Orange flavor 
and Citric acid contribute to enhancing the taste and aroma of the liquid drug, making 
it more palatable for patients. Orange oil is obtained from orange citrus oils. Sweet-
eners like Sucrose and Dextrose are often used to improve the overall flavor profile, 
especially in pediatric formulations. Preservatives such as Methylparaben sodium 
and Propylparaben sodium aid in preventing microbial contamination, extending the 
shelf life of the liquid drug. Methyl paraben sodium and Propyl paraben sodium 
are sodium salt of methyl paraben and sodium salt of propyl paraben respectively. 
Methyl paraben and propyl paraben are an ester of hydroxybenzoic acid. Thickening 
agents like Xanthan gum help achieve the desired viscosity, ensuring proper suspen-
sion of active pharmaceutical ingredients. Xanthan gum is composed of D-glucose, 
D-mannose, and D-glucuronic acid by a ratio of 2:2:1. Coloring agents such as Sun 
Set Yellow enhance visual appeal. The color of sunset yellow is produced by diazo-
tizing 4-amino benzene sulfonic acid using hydrochloric acid and sodium nitrite and 
sodium nitrite then coupled with 6-hydroxy-2-napthalene sulfonic acid. Chelating 
agents like EDTA and emulsifiers like Tween 80 contribute to the stability of the 
formulation. Tween 80 is composed of 20 ethylene oxide, 1 sorbitol, and 1 oleic 
acid. Additionally, Sodium sulfite may be employed to maintain chemical stability. 
Collectively, these materials are carefully selected and integrated into the manufac-
turing process to ensure the safety, efficacy, and overall quality of the liquid drug. 
Finally packaging process, nitrogen-filled amber glass bottles serve as containers for 
liquid drugs, ensuring product stability and preventing degradation. Amber glasses 
are high in sand silica about 70%. The amber glass bottles are filled with syrup, 
and plastic caps are used to seal them securely. Plastic caps made of Polyethy-
lene and Polypropylene. Each bottle is adorned with paper labels containing crucial 
information such as manufacturing date, expiry date, and batch number, applied 
using printing ink through an injection machine. Accompanying the drug bottles are
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leaflets and informative papers that provide instructions for use. To facilitate orga-
nized distribution, the bottles, along with their respective leaflets, are packed into 
sturdy boxes. Boxes are made of cellulose fiber. These boxes, in turn, are carefully 
arranged and secured within cartons, forming a comprehensive and well-protected 
packaging system for the liquid drugs produced in the factory. This meticulous pack-
aging process ensures the integrity of the pharmaceutical products from production 
through distribution, safeguarding their quality until they reach the end user. 

2.2 Methods and Tools 

UMBERTO Efficiency + is software specifically made for Material and Energy 
flow simulation of a factory’s production lines developed by the German company 
ifu Hamburg (member of iPoint Group). Umberto is used worldwide in industry, 
consulting as well as in Research Development, and at universities for various 
purposes. Because of the ease of use, UMBERTO was chosen as a program to repre-
sent the simulation tool in this thesis. UMBERTO LCA is used to analyze and reduce 
the environmental impact of products in less time. Take advantage of the opportunity 
to automate the creation of LCAs to a greater extent to save time and resources. Aggre-
gating and assessing relevant data throughout the entire product life cycle for an LCA 
is an enormous task. Even more so, since most assessments start with the finished 
product and work their way down to components and substances. This often entails 
intensive efforts of manual data collection. With its existing granular database of 
product-related compliance and sustainability information, the iPoint LCA software 
solution enables companies to achieve a much more detailed assessment and reach 
a much higher level of automated data integration from different sources. Our Life 
Cycle Assessment software collects and combines the relevant data from the supplier 
network and internal production as well as data from the use phase and recycling and 
reuse objectives. That way companies get an overview of potential environmental 
risks and improvements. The LCA has been conducted according to ISO 14040/ 
14044 standards. The LCA boundary of the two cases is cradle-to-gate, considering 
the transportation of raw materials and the manufacturing stage, cradle-to-grave is 
considered the transportation of raw materials, manufacturing stage, usage of product, 
and end of life. Ecoinvent Database enables users to gain a deeper understanding of 
the environmental impacts of their products and services. It is a repository covering 
a diverse range of sectors on a global and regional level. It currently contains more 
than 18,000 activities, otherwise referred to as ‘datasets’, modeling human activities 
or processes. Ecoinvent datasets contain information on the industrial or agricultural 
process they model, measuring the natural resources withdrawn from the environ-
ment, the emissions released to the water, soil, and air, the products demanded from 
other processes (electricity), and of course, the products, co-products, and wastes 
produced.
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2.3 Data Acquisition and Collection 

The purpose of the pharmaceutical factory visit is to observe the production lines, 
select a suitable production line for the manufacturing of liquid pharmaceutical drugs, 
map it, and collect relevant data. This information will enable the comprehension of 
the sequence and subsequently translate it into a simulation model using UMBERTO. 
The factory houses two production lines for liquid drugs: non-sterile (oral) drugs and 
sterile (injectable) drugs. For the purpose of this research, we have opted to focus on 
the non-sterile (oral) drug production line. The functional unit is linked to the goal 
and scope of the study. Since the focus of the present study was the production of 
liquid drug, the functional unit was taken as one batch (one batch of syrup = 12,500 
bottles, each containing 120 ml of syrup) of Halorange liquid drug. 

This particular production line comprises seven main machines: Dispensing 
machine, mixing and preparation tanks, storage tank, automatic liquid Filler and 
Capper, blow Air Cleaner, wrap-around Labeler, and ink injection. 

Each machine has specific inputs and outputs (Fig. 1). 
For syrup production, the process begins with raw materials being weighed using a 

dispensing machine. The raw materials are then added in a specific order to the mixer 
according to the batch manufacturing record. The syrup is stored in a storage tank 
with continuous mixing to prevent precipitation. Subsequently, the automatic filler 
and capper fill the syrup into cleaned bottles from the blow air cleaner and seal them 
with caps. The filled bottles are labeled using a wrap-around labeler. Following this, 
small boxes are labeled by ink injection before the final step, which is the packaging. 

The amperes (A) of some machines were measured using a Clamp Meter, knowing 
the voltage (V) of all machines, and by considering the power factor (PF) of the factory 
in three phases, which is equal to 92%. We calculated power (kW) by applying Eq. 1 
and then applying Eq. 2. For other machines such as the water station, compressor,

Fig. 1 Mapping of the production line 
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chiller, and boiler, we couldn’t measure the current (amperes). Therefore, we obtained 
their energy consumption from operational experience per hour or per day. 

Power(kW) = Reciprocal 1000∗ 
√
3*A*V*PF 

Energy Consumption(kWh) = Power(kW)*hours(h) 

2.4 Modeling of the Process Using UMBERTO 

Umberto Efficiency + software was initially used to understand the flow of materials 
and energy throughout the systems. Material and Energy Flow Analysis (MEFA) 
using Umberto Efficiency + was carried out initially before LCA using Umberto 
LCA + to establish the inventor data. These data were taken into account while 
creating a relation function that defined each process in respect to its inputs, outputs, 
and wastes. For all the models, the inputs, outputs, and processes are represented in 
their according symbols. 

The production line was divided into 5 phases (Dispensing, preparation of tanks 
and mixing, filling and capping, packaging, and product) in modeling the production 
line on UMBERTO Efficiency + and insert data collected on inputs, outputs, and 
connections (Fig. 2).

An LCA approach is used to calculate and assess the environmental impact asso-
ciated with a product across its life cycle. By quantifying the environmental conse-
quences, stakeholders can have a better understanding of the changes that should 
be made at various stages of the manufacturing process of a product or service to 
enhance overall environmental outcomes. 

For this section, an LCA was performed on the production line of a liquid (oral) 
drug, taking into consideration the burdens imposed on the environment from each 
phase under the cradle-to-gate scope. Cradle-to-gate indicates measuring the envi-
ronmental impact of raw materials, going through the production line until the final 
product. The key to undertaking a successful LCA is defining the phases and system 
boundaries and having a complete dataset of inputs from the Ecoinvent Database. 

For this LCA, a two-phase model was chosen: 

1. Raw materials: represents how the raw materials were delivered to the factory 
and from where. 

2. Manufacture: represents all the processes these raw materials undergo until they 
reach their final form as a product. 

Raw Materials: Active pharmaceutical ingredients (APIs) are imported from 
abroad, which will have a significant effect on LCA, such as Cod liver oil, Vitamin C 
(ascorbic acid), and Vitamin E imported from China. While printing ink is imported 
from England (Table 1, Fig.  3).
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Fig. 2 Liquid (oral) production line model

Table 1 Transportation Data 

Name of 
Transportation 

Mass of raw materials 
(kg) 

Distance 
(km) 

Value of transportation 
(metric) 

APIs by lorry 72.79575 429.1 31.23665633 

APIs by ship 72.79575 15,604.95 1135.974039 

Ink by lorry 0.104 287.5 0.0299 

Ink by ship 0.104 3364.038462 0.34986 

Nitrogen 1.0485 24.1 0.02526885 

Pharmaceutical 
Excipients 

813.354515 24.1 19.60184381 

Packaging 
materials 

1862.68218 24.1 44.89064054

Transportation value is calculated by this equation: 

Transportation(metric) = Mass of raw materials (kg)*Distance(km)/1000 

Manufacture: Environmental impact data for all raw materials, auxiliary mate-
rials, and operating materials must be extracted from the Ecoinvent database using
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Fig. 3 Raw materials and transportation phase

ReCiPe 2016 v1.03, midpoint (H) cutoff by classification, and uploaded to Umberto 
LCA software. In cases where certain materials are not available in the Ecoin-
vent database, material compositions or the nearest comparable compound/material 
are inserted instead. For example, liquid nitrogen is used in place of nitrogen gas 
when it is not found in the Ecoinvent database. This process involves transferring 
the environmental impact data from the Ecoinvent database to the Umberto LCA 
software.
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3 Results and Discussion 

This section explains the findings obtained from testing the model with a Sankey 
diagram after modeling the production systems on Umberto software, entering all 
required data, and defining all the processes. We then insert material flow. 

3.1 Sankey Diagram on Umberto Efficiency + 

After a network has been calculated, all material flows may be shown using color-
coded Sankey arrows, with the understanding that larger quantities are represented 
visually by thicker lines. Yellow arrows indicate electricity, blue arrows indicate 
inputs and intermediate products, green indicates the final output outcome, and red 
indicates waste. 

As shown in Fig. 4, the thickest arrow represents the preparation of tanks and 
the mixing process, indicating the highest energy consumption for this process. In 
contrast, the thinnest arrow represents the dispensing process, indicating the lowest 
energy consumption for this process. 

Fig. 4 Sankey diagram on Umberto efficiency +
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Fig. 5 Carbon footprint of electricity by phases 

3.2 Carbon Footprint Analysis of Electricity 

Inserting the value of the global warming potential (GWP100) of electricity in Egypt 
from the Ecoinvent database into the carbon footprint cell, calculate the total carbon 
footprint of the liquid production line using Umberto Efficiency. A total of 78.25 kg 
CO2-Eq is produced to manufacture 3597.21 kg of oral liquid drug (Fig. 5). 

3.3 LCIA Details 

After inserting the environmental impacts of each raw material, the LCA results are 
organized according to 18 environmental impacts (Table 2, Fig.  6).

3.3.1 LCIA Details by Phases 

LCA results are categorized into two phases: Raw Material and Manufacture. So, 
LCA results show each environmental impact in each phase. 

Figure 7. shows the environmental impact of a product across its life cycle, from 
raw material extraction to the final product. The impact is measured in twelve impact 
categories, such as climate change, human toxicity, and water depletion. For each 
category, the figure shows the impact of two phases: the raw material phase and the 
manufacture phase. The raw material phase includes the extraction, processing of 
the materials used in the product, and transportation of the product. The manufacture
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Table 2 LCIA results 

Impact Category VALUE 

Agricultural land occupation, ALOP (m2*a crop-Eq) 320.17 

Freshwater ecotoxicity, FETPinf (kg 1,4-DCB-Eq) 64.34 

Metal depletion, MDP (kg Cu-Eq) 24.3 

Urban land occupation, ULOP (m2a) 0.89 

Terrestrial acidification, TAP100 (kg SO2-Eq) 6.38 

Natural land transformation, NLTP (m2) 9.66E-03 

Terrestrial ecotoxicity, TETPinf (kg 1,4-DCB-Eq) 5,718.49 

Photochemical oxidant formation, POFP (kg NOx-Eq) 4.48 

Human toxicity, HTPinf (kg 1,4-DCB-Eq) 97.96 

Ionizing radiation, IRP_HE (kBq Co-60-Eq) 53.15 

Water depletion, WDP (m3) 51.7 

Ozone depletion, ODPinf (kg CFC-11-Eq) 2.62E-03 

Marine ecotoxicity, METPinf (kg 1,4-DCB-Eq) 81.92 

Particulate matter formation, PMFP (kg PM2.5-Eq) 2.55 

Fossil depletion, FDP (kg oil-Eq) 496.98 

Marine eutrophication, MEP (kg N-Eq) 0.65 

Climate change, GWP100 (kg CO2-Eq) 1,710.62 

Freshwater eutrophication, FEP (kg P-Eq) 1.26 
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Fig. 6 LCIA Results of environmental impacts
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Fig. 7 LCIA Results by Phases 

phase includes only the manufacturing of a product. Notably, some impact cate-
gories, like Urban Land Occupation and Natural Land Transformation, have unde-
fined values in the Manufacture phase. For instance, fossil depletion sees a higher 
percentage in the Raw Material phase, while Climate Change and Water Deple-
tion have a larger impact during the Manufacture phase. These findings highlight the 
distinct environmental footprints associated with the Raw Materials and Manufacture 
phases for the specified impact categories. 

3.4 Discussion 

A comparison with the research done by Sharma et al. [6] offers important context and 
helps assess the importance of the current study. While Sharma et al.‘s research covers 
the environmental impacts of paracetamol dosage forms using life cycle assessment, 
the focus in our study is on the oral aspect; however, their techniques and main 
conclusions differ. 

Sharma et al.’s [6] research focused on evaluating and comparing the environ-
mental impacts of two different dosage forms of paracetamol—tablet and syrup. 
The field data were collected in real-time, utilizing technical documents such as 
batch manufacturing records (BMRs) employed by the pharmaceutical manufac-
turing organization located in the northern part of India, engaged in manufacturing 
pharmaceutical formulations. 

This study utilized GaBi™ v8.0 life cycle assessment software for life cycle impact 
assessment and life cycle inventory compilation. The data were obtained from the 
GaBi v8.0 life cycle assessment software database (ReCiPe midpoint method). The
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syrup production process comprised two major constituent processes: syrup prepara-
tion and packaging, with an intermediate storage process between them. Additionally, 
there were two utility processes—steam production and deionized water production. 

The functional unit was defined as one batch (one batch of syrup = ten thou-
sand bottles, each containing 100 ml of syrup) of paracetamol dosage forms. Raw 
materials, including APIs and excipients, totaled 721.37 kg. 

In contrast, the current study delves into the Life Cycle Assessment of liquid drug 
material (oral drug) utilizing field data collected in real-time and technical docu-
ments such as batch manufacturing records (BMRs) from a pharmaceutical manu-
facturing organization located in Egypt, involved in manufacturing pharmaceutical 
formulations. 

The current study uses Umberto Efficiency + and Umberto LCA, with data 
sourced from the Ecoinvent database v3.9.1 cutoff (ReCiPe midpoint H method). 
The liquid drug production involves seven processes: dispensing, preparation of 
tanks and mixing, filling and capping, air blower cleaner, labeling, ink injection, and 
storage tank. Additionally, there are four utility processes: boiler, chiller, compressor, 
and water station. 

The functional unit was defined as one batch (one batch of syrup = 12,500 
bottles, each containing 120 ml of syrup) of halorange dosage forms. Raw materials, 
including APIs and excipients, totaled 886.150265 kg. 

A noteworthy distinction lies in the energy consumption, equal to 124.5703924 
kWh, and water consumption, equal to 4050 kg. In contrast, Sharma et al. (2021) 
relied on an energy consumption of 68.21 kWh and water consumption of 3467 kg. 

Despite these differences, a shared observation between the two studies is the 
involvement of two processes (mixing and packaging until labeling), certain utilities 
(water station and steam), and specific raw materials (citric acid, methyl paraben 
sodium, propyl paraben sodium, and xanthan) but with varying quantities. 

After eliminating a transportation section from the current research to compare its 
results with Sharma et al.‘s findings, we created a functional unit that is the same (per 
one bottle = 100 ml) in both studies. This allows us to compare the environmental 
impacts between the two studies. 

4 Conclusion 

In conclusion, the Life Cycle Assessment (LCA) conducted on the unsterile (oral) 
liquid syrup production in an Egyptian pharmaceutical factory, utilizing Umberto 
Efficiency + and Umberto LCA software tools with the Ecoinvent database v3.9.1, 
has provided comprehensive insights into the environmental impacts associated with 
the entire life cycle, from cradle-to-gate, including the transportation of raw materials. 

The results of the LCA analysis revealed a total of 18 environmental impact 
categories, with notable indicators such as agricultural land occupation, freshwater 
ecotoxicity, metal depletion, urban land occupation, terrestrial acidification, natural 
land transformation, terrestrial ecotoxicity, photochemical oxidant formation, human
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Fig. 8 Comparison between current study and Sharma et al.’s study 

toxicity, ionizing radiation, water depletion, ozone depletion, marine ecotoxicity, 
particulate matter formation, fossil depletion, marine eutrophication, climate change, 
and freshwater eutrophication. The results show that syrup production has more than 
a 50% contribution to the terrestrial ecotoxicity impact category. Furthermore, the 
results indicate that syrup production has more than 85% contribution to terrestrial 
ecotoxicity and climate change. The results indicate more than 25% contribution to 
climate change and fossil depletion. In contrast, Sharma et al.’s study LCA anal-
ysis revealed a total of 13 environmental impact categories, with notable indicators 
such as agricultural land occupation, freshwater ecotoxicity, metal depletion, terres-
trial ecotoxicity, photochemical oxidant formation, human toxicity, ionizing radia-
tion, water depletion, ozone depletion, particulate matter formation, fossil depletion, 
climate change, and freshwater eutrophication. The results indicate more than 70% 
contribution to climate change and fossil depletion. Comparing the current study 
with Sharma et al.’s study involves an objective ‘cradle-to-gate’ assessment of the 
production of paracetamol dosage forms. The results of the two papers differ from 
each other due to differences in certain conditions such as batch capacity, software 
used, and the database from which the data is imported, the number of processes, 
the number of utilities, the final product, geographical location, raw materials, APIs, 
and energy consumption (Fig. 8). 

List of Abbreviations 

ALOP: Agricultural land occupation. 
FETPinf: Freshwater ecotoxicity.
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MDP: Metal depletion. 
ULOP: Urban land occupation. 
TAP100: Terrestrial acidification. 
NLTP: Natural land transformation. 
TETPinf: Terrestrial ecotoxicity. 
POFP: Photochemical oxidant formation. 
HTPinf: Human toxicity. 
IRP_HE: Ionizing radiation. 
WDP: Water depletion. 
ODPinf: Ozone depletion. 
METPinf: Marine ecotoxicity. 
PMFP: Particulate matter formation. 
FDP: Fossil depletion. 
MEP: Marine eutrophication. 
GWP100: Climate change. 
FEP: Freshwater eutrophication 
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Modeling for the Design 
and Manufacturing of Superabsorbent 
Polymers (SAPs) for Agriculture in Arid 
Areas by Using the RSM Method 

Maysa Muhammad, M. L. Tawfic, Mohamed Taha, and Ahmed Elsabbagh 

Abstract The objective of this study is to use JMP software for modeling by using 
the RSM method to design and analyze an engineering product that has the potential 
to assist and change agriculture in semi-arid and arid areas. Designing and analyzing 
an engineering product in the form of absorboost tiles (ATs), these ATs assist in the 
replacement of the functions of soil, for easy interchangeability these AT dimensions 
are according to the effect root zone of the plant type. 

Keywords JMP · Modeling · RSM method · Superabsorbent polymers · Design ·
Manufacturing · Agriculture · Arid Areas · Absorboost Tile · Hydrogel · Sodium 
Poly Acrylate (NaPA) 

1 Introduction 

Mankind civilization began with agriculture, agriculture necessity extends from 
nutrition and health aspects to other aspects like reducing environmental pollution, 
economic development, and protecting animals from extinction [1]. Water consump-
tion in irrigated agriculture is 87% percent of global freshwater [2]. By 2050, feeding 
a planet of 9 billion people will require about a 50% percent increase in the agri-
culture sector and an increase in water consumption by 15% percent [3]. The aridity 
problem is in about 50% of the world countries [4]. One promising way to solve the 
problem is associated with the use of modern AT technologies to water conservation,
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improved soil health, improved crop yields, versatility, cost-effective, eco-friendly, 
biodegradable, and environmental benefits [5]. ATs have proven beneficial for growth 
and sandy soil health [6]. Design of experiments (DOE) involves numerical methods 
and model techniques to analyze and optimize experimental data. The numerical data, 
such as regression analysis, analysis of variance (ANOVA), optimization algorithms, 
Monte Carlo simulation, and finite element analysis (FEA). The modeling techniques, 
such as response surface methodology (RSM), Taguchi methods, factorial design, 
central composite design (CCD), and box-Behnken design. The important benefits of 
modeling by using JMP (a statistical software suite), such as comprehensive data anal-
ysis, predictive modeling, comparison and selection, ease of use, cross-validation, 
and real-time data visualization [7]. The potential engineering solution is AT manu-
factured from superabsorbent polymers (SAPs), ground rice straw (RS) utilization, 
and natural adhesive (NA). SAPs are hydrophilic polymers that absorb and retain 
large amounts of water [8]. They have functions in the agriculture sector for water 
conservation, swelling capacity, soil improvement, seed coating, and drought resis-
tance [9]. RS is a byproduct of rice milling and can benefit agriculture. The benefits 
of ground rice straw for agriculture are soil amendment, water retention, sustainable 
mulch, silica content, and pest control [10]. The characteristics of NA for agricul-
ture are a natural binder that helps bind RS fibers length together and enhances the 
mechanical strength of RS [11]. The study objective was achieved by passing some 
steps. The first step is to manufacture SAP powders by bulk polymerization process 
[12] such as (NaPA) with five varying cross-linker contents, (wt.) and evaluate the 
performance for SAPs powder after their manufacture according to ASTM standards. 
The second step is to prepare the specimens with three manufacturing processes 
such as preparing raw material, RH crushing, RS shredding, and RS screening with 
three different thicknesses classified as small RS fibers length (74–100 µm) [13]. 
The third step is to NA solution. The fourth step is to design and manufacture a 
manual press (test rig) to produce AT. The fifth step is to design and manufacture 
absorboost tile according to the design of experimental (DOE) parameters. Finally, 
the experimental analysis for absorboost tile is very important for evaluating the 
absorboost tile performance used in agriculture in arid areas. Experimental analysis 
of absorboost tile involves mechanical [14], physical [15], and chemical properties 
[16], SEM, FTIR, TGA, pF curve [17]. Experimental analysis of SAPs involves 
various methods to characterize their mechanical properties and performance. This 
study focuses on modeling and analyzing the compressive strength of absorboost tile 
with five varying of cross-linker content, (wt.) and with four varying of weights (g) 
of NaPA. Modeling and analyzing for absorption capacity for absorboost tile with 
five varying cross-linker content, (wt.) and with three varying interval times (min). 
Modeling and analyzing for durability with four varying SAP weights (g) and with 
four varying interval times (day).
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2 Materials and Methods 

2.1 Materials 

The materials investigated in this study were classified into three categories: First 
manufacturing by free radical bulk polymerization SAPs powder from chemical 
materials with five varying cross-linker contents, (wt.). Next, the preparation of the 
following agricultural residues RS specimens with small fibers length dimensions, 
and the final preparation of natural adhesive (NA). Hydrogels were manufactured 
based on a hygroscopic type (cross-linker). 

2.2 Design and Manufacturing of Absorboost Tile 

First, the manufacturing of five samples of sodium polyacrylate (NaPA) with varying 
cross-linker content, (wt.). RS are agricultural residues from rice grain processing, 
with an optimum moisture content of 8% to 12%, with the limitation of low lignin 
content. RS was obtained from Mashtohor Toukh Village, Qalyubia Governorate. 
RH are collected after milling the rice, dried to reduce moisture content, crushed on 
a chipper, shredded, and screened for small fibers length [18]. The important charac-
teristic of the NA binder like high water absorption, where it absorbs and retains water 
due to its branched amylopectin structure [19], the thickening agent creates a clear 
and glassy texture stabilizer helps stabilize emulsions and prevents the separation of 
liquids [20], and low acid levels [21]. Binders enhance the physical and mechanical 
properties of tiles, making them more durable, NA based binders improve physical 
and mechanical properties [22, 23]. Design and manufacturing manual press depend 
on the required effect root zone dimensions, and required compressing pressure. 
The manual press consists of AT mold, hydraulic jack, pressure gauge, rods, three 
plates, spring, and bearing. Mixing and formulation for RS, NA solution, and NaPA. 
Compacting and shaping for AT according to the effect root zone for plant type. 

2.3 SAP Materials Used for Agriculture 

SAPs have various applications in agriculture due to their water absorption and reten-
tion properties. The most commonly used types of SAPs in agriculture are biodegrad-
able (natural) SAP is primarily used as a water retention agent in agriculture, it helps 
to improve soil moisture retention in arid regions, important natural materials used in 
agriculture such as cellulose, starch, alginate, chitosan, pectin, and gelatin [24]. Semi 
synthetic SAP is widely used in agriculture, and contributes to water management 
by enhancing soil water retention, important semi synthetic SAP materials used in 
agriculture such as starch and acrylonitrile graft copolymer and polyvinyl alcohols
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(PVA) [25, 26], or synthetic SAP help in water Polyvinyl alcohols (PVA) [25, 26], 
or synthetic SAP help in water conservation, support crop growth, the important 
synthetic SAP used in agriculture such as polyacrylates and polyacrylamide [27]. 

3 Experimental Method 

3.1 Compressive Strength (Mpa) 

Measuring compressive strength involves determining the maximum load a material 
can withstand before failing. Prepare the Specimen: 

The experimental method steps: 

1. Prepare the specimen of absorboost tile to be tested is typically according to 
ASTM D695 standard shape. 

2. Set up the Testing machine (AMETEK LLOYD Instruments, Universal Testing 
Machine -5 KN, Faculty of Engineering, Ain Shams University). 

3. A compression testing machine is used for this test. The machine applies a 
uniaxial compressive load to the specimen. 

4. Place the Specimen: Position the specimen between the platens of the testing 
machine. Ensure it is aligned properly to avoid uneven loading. 

5. Gradually apply the compressive load to the specimen. The load should be applied 
continuously and without shock, until the specimen fails. 

3.2 Absorbency Capacity (g/g) 

The water absorbency of SAP hydrogel defined the ability of absorb and retain of 
water or other liquid. Water Absorption ASTM D570. 

The experimental method steps: 

1. Take absorboost tile sample. 
2. Immerse the absorboost in 300 ml water and allow it fully absorb water. 
3. Use filter paper to remove any excess water and weight the final swollen SAP 

sample. 
4. Calculate the water absorbency using the weight gain method Eq. (1). 

AC = 
ww - wd 

wd 
(1) 

where: 
Ww: The wet weight of absorboost tile sample. 
Wd: The dry weight of absorboost tile sample.
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3.3 Durability 

Measuring the weight of absorboost tiles with respect to time can be important 
for several reasons, especially in the context of manufacturing, quality control, and 
application agriculture. Over time, tiles can absorb moisture from the environment, 
which can affect their weight. Monitoring this change helps in understanding the 
absorboost tile’s durability and suitability for different environments. Consistent 
weight measurements over time ensure that the tiles are manufactured to the specified 
standards. Any significant deviation might indicate issues in the production process 
[28]. Absorboost tiles can degrade over time due to environmental factors such as 
humidity, temperature changes, and chemical exposure. Measuring weight changes 
can provide insights into the rate of degradation and the longevity of the tiles. For agri-
cultural absorboost tiles, such as those used in irrigation systems or soil stabilization, 
weight changes can indicate the absorption of water or other substances. This infor-
mation is vital for optimizing their performance and ensuring they meet the required 
specifications. By regularly measuring the weight of tiles over time, manufacturers 
and users can ensure quality, durability, and safety in their applications. 

4 Design of Experiment (DOE) Process 

DOE allows for the investigation of multiple factors simultaneously, reducing the 
number of experiments needed compared to one-factor-at-a-time approaches and 
saves time and resources. It helps in identifying which factors have the most signif-
icant impact on the response variable. This is crucial for optimizing processes and 
improving product quality. DOE can reveal interactions between factors that might 
not be apparent when studying factors individually. Understanding these interac-
tions is essential for complex systems. By using response surface methods and other 
advanced techniques, DOE helps in finding the optimal settings for factors to achieve 
the desired outcome. This is particularly useful in manufacturing, agriculture, and 
product development. DOE helps in developing robust processes and products that 
perform well under a variety of conditions [29]. By optimizing processes and reducing 
variability, DOE can lead to significant cost savings in production and development. 

DOE encompasses various methods to systematically investigate the effects of 
multiple factors on a response variable [30]. 

• Full Factorial Design 
• Fractional Factorial Design 
• Response Surface Methodology (RSM) 
• Taguchi Methods 
• Central Composite Design (CCD) 
• Box-Behnken Design 
• Plackett–Burman Design 
• Mixture Design
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In this study use response surface methodology (RSM) method, RSM is used 
to explore the relationships between several explanatory variables and one or more 
response variables. It helps in optimizing processes by fitting a polynomial model to 
the experimental data. The RSM method passes through three stages: construction 
of the experimental design, response modeling, and graphic representations. The 
modeling used in an RSM study is quadratic design such as the central composite 
design units (Box-Wilson) or Box-Behnken. RSM is used to estimate the effects of 
individual parameters, the interaction of variables, efficiency, identification of key 
factors, and the optimum conditions for responses. 

4.1 Importance of Using the RSM Method for Absorboost 
Tile 

RSM helps find the optimal conditions for absorboost tile and reduces the experi-
mental chemical waste. By modeling the relationship between the response such as 
compressive strength (Mpa), absorption capacity (g/g), and durability, and the input 
variables such as cross-linker content wt., weight, and interval time (min, days), it 
allows for the identification of the best settings to achieve desired outcomes. RSM 
can significantly improve the quality and performance of absorboost tile. This is 
particularly valuable in the manufacturing and product development of absorboost 
tile. RSM provides a mathematical model that can predict the response for any 
combination of input variables within the studied range. This predictive capability 
is useful for making informed decisions without additional experiments. RSM helps 
in making processes more robust by identifying conditions that minimize variability 
and enhance reliability for absorboost tile. RSM techniques often include graphical 
representations like contour plots and surface plots. These visual tools make it easier 
to understand the relationships between variables and the response [30]. This study 
focuses on three factors, such as cross-linker content (wt.), interval time (min, day), 
and weight (g) of SAP. These factors are those that have a direct initial effect on 
compressive strength (Mpa), absorption capacity (g/g), and durability. In JMP soft-
ware, optimization involves finding the best values for certain variables to maximize 
or minimize an objective function, often subject to constraints. 

4.2 Equations and Methods Used in JMP for Optimization 

• Objective function is the Eq. (2) to optimize and to maximize profit. 

Profit = Revenue - Cost (2) 

• Constraints are conditions that the solution by Eq. (3).
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A x  =  b (3)  

where: 
A is a matrix of coefficients, 
x is the vector of variables, 
b is a vector of constants, 

• Constrained maximize or constrained minimize functions to find the optimal 
values of variables subject to constraints. The general form is: 

optimize f (x)subject to g(x) ≤0 

Where: 
f(x) is the objective function, 
g(x) represents the constraints, 

• Desirability functions are used to optimize multiple responses simultaneously. 
Each response is transformed into a desirability value ranging from 0 (completely 
undesirable) to 1 (fully desirable). The overall desirability is then maximized in 
the following Eq. (4). 

D =
(∏n 

k=1 
di

)
(4) 

where: 
di is the desirability of the (i)the response, 

• RSM is used to model and optimize processes. The second-order polynomial 
model is commonly used by Eq. (5): 

y = β0 +
∑n 

i=n 
βixi +

∑n 

i=1

∑n 

j=1 
βijxixj +

∑n 

i=n 
βiix

n−1i+ ∈ (5) 

where: 
y is the predicted response (lead removal capacity), xi and xj are the indepen-

dent variables, β0, βi, βii, and βij are the model constant, the linear coefficients, the 
quadratic Coeff., and the cross-product coefficients, respectively ε represents [31]. 
Table 1 illustrates the experimental design factors with two variables, five levels for 
cross-linker content, (wt.) (gram), and four levels for weight of NaPA (gram) and the 
one response is minimized value obtained from the experimental work for compres-
sive strength for absorboost tile. Table 2 illustrates the experimental design factors 
with two variables, five levels for cross-linker content, (wt.) (gram), and three levels 
for time (min) and the one response is maximized value obtained from the experi-
mental work for absorption capacity for absorboost tile. Table 3 illustrates the exper-
imental design factors with two variables, four levels for weight of NaPA(gram), and 
swelling time (days) and the one response is maximized value obtained from the 
experimental work for durability for absorboost tile.
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Table 1 The levels and ranges of each variable (factors) for compressive strength 

Variable (Factors) Code Units Levels 

1 2 3 4 5 

Cross-linker content, (wt.) X1 gram 0.1 0.2 0.3 0.4 0.5 

Weight of NaPA X2 gram 2 3 4 5 

Table 2 The levels and ranges of each variable (factors) for absorption capacity 

Variable (Factors) Code Units Levels 

1 2 3 4 5 

Cross-linker content, (wt.) X1 gram 0.1 0.2 0.3 0.4 0.5 

Time X2 min 20 40 60 

Table 3 The levels and ranges of each variable (factors) for durability 

Variable (Factors) Code Units Levels 

1 2 3 4 

Wight X1 gram 2 3 4 5 

Time X2 day 1 2 3 

5 Results and Discussion 

5.1 Experimental Design 

The importance of the experimental design lies in the experimental values and results 
after modeling and analysis via JMP software. Measure efficiency, as DOE allows 
multiple factors to be investigated simultaneously, reducing the number of experi-
ments. This is crucial for optimizing processes and improving product quality. Table 4 
illustrates the experimental matrix of compressive strength of the absorboost tile, 
the number of experiments is twenty DOE runs of two operators and one resonance. 
Table 5 illustrates the experiment matrix for the absorption capacity of the absorboost 
tile, the number of experiments is fifteen runs using DOE of two factors and one 
response. Table 6 illustrates the experiment matrix for the compressive strength of 
the absorboost tile, the number of experiments is twelve runs using DOE of two 
factors and one response [32].
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Table 4 Experiment matrix of the compressive strength for absorboost tile 

Run Experimental value Absorboost Tile 

Cross-linker content, 
(wt.) (g) 

Weight of NaPA (g) Compressive strength 

1 0.4 2 60 

2 0.4 3 54 

3 0.5 2 77 

4 0.5 3 73 

5 0.1 5 51 

6 0.1 5 51 

7 0.1 4 63 

8 0.5 4 60 

9 0.1 3 78 

10 0.2 4 39 

11 0.1 2 99 

12 0.5 5 44 

13 0.1 2 99 

14 0.4 4 46 

15 
16 
17 
18 
19 
20 

0.4 
0.2 
0.5 
0.2 
0.2 
0.5 

5 
3 
2 
5 
2 
5 

30 
48 
77 
32 
48 
44

5.2 Coefficient Determination R2, Studentized Residuals, 
and Box-Cox Transformations 

R2 explanation of variance of the coefficient of determination measures the propor-
tion of the variance in the dependent variable that is predictable from the independent 
variables. It provides insight into how well the model explains the variability of the 
response data. By identifying observations with large studentized residuals, you can 
determine which data points have a significant influence on the model. The Box-Cox 
transformation is used to stabilize variance and make the data more closely conform 
to a normal distribution. This is important for meeting the assumptions of many 
statistical tests and models [33]. Figure 1 illustrates the experimental and predicted 
response, studentized residuals, and box-cox transformation for compressive strength 
for absorboost tile, where the significant value (P-value) > 0.0001 and R2 value is 
91%. Figure 2 illustrates the experimental and predicted response, studentized resid-
uals, and box-cox transformation for absorption capacity for absorboost tile, where 
the significant value (P-value) > 0.0001 and R2 value is 88%. Figure 3 illustrates



150 M. Muhammad et al.

Table 5 Experiment matrix of the absorption capacity (g/g) for absorboost tile 

Run Experimental value Absorboost Tile 

Cross-linker content, (wt.) (g) Time (min) Absorption capacity (g/g) 

1 0.4 40 141 

2 0.2 60 156 

3 0.5 60 124 

4 0.5 60 124 

5 0.1 40 175 

6 0.5 20 100 

7 0.5 40 115 

8 0.1 60 188 

9 0.1 20 128 

10 0.4 60 141 

11 0.2 20 124 

12 0.4 20 118 

13 0.1 60 188 

14 0.2 40 145 

15 0.1 20 128 

Table 6 Experiment matrix 
of the durability for 
absorboost tile 

Run Experimental value Absorboost Tile 

Weight of NaPA (g) Time (day) Durability 

1 2 3 98 

2 2 2 110 

3 4 3 103 

4 5 1 129 

5 4 1 127 

6 3 1 126 

7 3 2 112 

8 3 3 101 

9 5 2 117 

10 4 2 115 

11 2 1 125 

12 5 3 107

the experimental and predicted response, studentized residuals, and box-cox trans-
formation for durability for absorboost tile, where the significant value (P-value) > 
0.0001 and R2 value is 99%.
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Fig. 1 Experimental and predicted response, studentized residuals, and box-cox transformation for 
compressive strength for absorboost tile 

Fig. 2 Experimental and predicted response, studentized residuals, and box-cox transformation for 
absorption capacity for absorboost tile 

Fig. 3 Experimental and predicted response, studentized residuals, and box-cox transformation for 
durability for absorboost tile
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5.3 Analysis of Variance (ANOVA) 

ANOVA is a statistical tool with several important applications and benefits [34]. 
Table 7 illustrates the quadratic polynomial model of compressive strength for 
absorboost tile„ such as comparing multiple groups, understanding variability, iden-
tifying significant differences, handling multiple variables, and improving experi-
mental design where the results of AT of the polynomial model (central composite 
design) is significant at the confidence level of 0.05, given that p-values are less than 
0.05 for absorboost tile. Weight of NaPA (2,5), cross-linker content, (wt.) * cross-
linker content, (wt.), cross-linker content, (wt.) (0.1,0.5), and weight of NaPA*weight 
of NaPA with a p-value of 0.00000, 0.00000, 0.04818, and 0.48392, respectively. 
Table 8 illustrates the quadratic polynomial model of compressive strength for 
absorboost tile, where the absorption capacity results of absorboost tile of the poly-
nomial model (central composite design) is significant at the confidence level of 0.05, 
given that p-values are less than 0.05 for AT. The cross-linker content, (wt.) (0.1–0.5) 
gram, time (20, 60) min, the time (min)* time (min), and the cross-linker content, 
(wt.) * cross-linker content, (wt.) with a p-value of 0.00005, 0.00018, 0.16101, and 
1.00000, respectively. Table 9 illustrates the quadratic polynomial model of dura-
bility for AT, where the results of absorboost tile of the polynomial model (central 
composite design) is significant at the confidence level of 0.05, given that p-values are 
less than 0.05 for absorboost tile. Weight of NaPA (2,5), weight of NaPA* weight of 
NaPA, time (1,3), and time* time (day) with a p-value of 0.00000, 0.00008, 0.16026, 
and 0.59597, respectively. 

Table 7 Quadratic polynomial model of compressive strength for absorboost tile 

Term DF Estimate Sum of Squares t ratio P-value 

Weight of NaPA (2,5) 1 –17.30172 3858.2845 –9.17 0.00000 

Cross-linker content, (wt.) * 
Cross-linker content (wt.) 

1 –2.53125 23.6250 –0.72 0.00000 

Cross-linker content, (wt.) 
(0.1,0.5) 

1 –3.892857 212.1607 –2.15 0.04818 

Weight of NaPA* weight of 
NaPA 

1 31.666667 2632.2917 7.58 0.48392 

Table 8 Quadratic polynomial model of absorption capacity (g/g) for absorboost tile 

Term DF Estimate Sum of Squares t ratio P-value 

Cross-linker content, 
(0.1–0.5) 

1 –23 5424.7453 –6.74 0.00005 

Time (min) (20, 60) 1 1.99e-15 7.90e-30 0 0.00018 

Time (min)* Time (min) 1 19.25 3983.2033 5.78 0.16101 

Cross-linker content, (wt.) * 
Cross-linker content, (wt.) 

1 –9.75 273.639 –1.51 1
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Table 9 Quadratic polynomial model of durability for absorboost tile 

Term DF Estimate Sum of Squares t ratio P-value 

Weight of NaPA (2,5) 1 33 72.60000 8.20 0.00000 

Weight of NaPA* weight of 
NaPA 

1 0.375 0.3333 0.56 0.00008 

Time (1,3) 1 –12.25 1200.5000 –33.33 0.16026 

Time * Time (day) 1 1 2.667 1.57 0.59597 

5.4 Optimization 

5.4.1 Prediction Profiler 

It is important for interactive visualization, exploring factor effects, optimization, 
understanding model predictions, scenario analysis, communicating results, and 
model validation [35]. The objective of parameter optimization is to find the optimal 
setting of the two parameters that lead to maximizing the removal efficiency of 
95% for absorboost tile, where the optimal operating conditions that indicated to 
this performance, minimizing the compressive strength, maximizing of the absorp-
tion capacity, and maximizing the durability of absorboost tile, for determine the 
optimal condition, will apply the function (desirability); it giving optimal adjustment, 
which varies between 0 and 1. Figure 4 illustrates prediction profiler for compres-
sive strength for AT, where the results of analyzed is the suitable weight of NaPA 
= 2 g, cross-linker content, (wt.) = 0.1 g and desirability 0.19. Figure 5 illustrates 
prediction profiler for absorption capacity for AT, where the results of analyzed is the 
suitable cross-linker content, (wt.) = 0.1 g, swelling time = 20 min, and desirability 
0.48. Figure 6 illustrates prediction profiler for durability for AT, where the results of 
analyzed is the suitable weight of NaPA = 2 g, swelling time = 1 day and desirability 
0.84. 

Fig. 4 Prediction profiler for compressive strength (MPa) for absorboost tile
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Fig. 5 Prediction profiler for absorption capacity (g/g) for absorboost tile 

Fig. 6 Prediction profiler for durability for absorboost tile 

5.5 Prediction Variance Surface (3D) 

The objective of this optimization is to find the set of values of the cross-linker 
content, (wt.), weight of NaPA (gram), and swelling time (min, days) leading to 
the desired responses, which is the optimum efficiency of compressive strength, 
absorption capacity, and durability for absorboost tile. The use of prediction variance 
surface (3D) is considered to be an easy technique for the analysis and optimization 
of the treatment ratio and even for identification between the studied parameters [35]. 
The results illustrate the uses of the response surface methodology (RSM) it possible 
to analyze and optimize correctly the influence of the two parameters such as weight 
of NaPA (gram), and cross-linker content, (wt.) for the efficiency of the compressive 
strength, for two parameters such as cross-linker content, (wt.), and swelling time 
(min) for the efficiency of the (days). The optimum values of these parameters give 
a minimum and maximum efficiency of 19%, and 52.38%. The reliability of the
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second-order model is to be considered based on multiple regressions and design 
experiments by the method of analysis (ANOVA). The results illustrate the models 
are highly significant and adequate with the experimental results. Figure 7a illustrates 
the prediction variance surface (3D) for compressive strength (Mpa), the results 
of the independent variables of the weight of NaPA and cross-linker content wt. 
are 3.5 g and 0.3 g, respectively. The efficiency and performance of compressive 
strength (Mpa) have a positive relationship with the concentration and weight of 
NaPA and cross-linker content wt. Figure 7b illustrates the prediction variance surface 
(3D) for absorption capacity (g/g), the results of the independent variables of the 
cross-linker content wt. and time are 0.3 g and 40 min, respectively. The efficiency 
and performance of absorption capacity (g/g) have a positive relationship with the 
concentration of cross-linker content wt. and time. Figure 8 illustrates the prediction 
variance surface (3D) for durability, the results of the independent variables of the 
weight of NaPA and time are 3.5 g and 2 days, respectively. The efficiency and 
performance of durability have a positive relationship with the concentration and 
weight of NaPA and time. 

(a) (b) 

Fig. 7 Prediction variance surface (3D) for (a) compressive strength (Mpa), and (b) absorption 
capacity (g/g) for absorboost tile 

Fig. 8 Prediction variance 
surface (3D) for durability 
for absorboost tile
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6 Conclusion 

Absorboost tiles have great potential for use in agriculture in semi-arid and arid areas. 
Absorboost tiles for agriculture in semi-arid and arid areas have high compressive 
stress resistance, high absorption capacity in hard water conditions, high durability 
and stability in swelling environments and during storage, low price, and gradual 
biodegradability without forming toxic species. This study, on the one hand, evalu-
ates the absorboost tiles for agriculture in semi-arid and arid areas through designed 
and manufactured processes, and mechanical, agronomic, and chemical experimental 
analysis. On the other hand, by modeling, analyzing, and optimizing the compres-
sive strength, absorption capacity, and durability of absorboost tiles, by studying the 
influence of the five-variable cross-content (by weight by the gram) of NaPA, the four 
variable weights of NaPA (by the gram), and different periods in minutes and days. 
Modeling and optimizing the absorboost tile of the compressive strength, absorp-
tion capacity, and durability using an experimental design by the response surface 
methodology (RSM). The second order of the model was tested by the analytical 
method (ANOVA). This analysis illustrates the model is significantly higher and 
more suitable for the experimental results. The prediction profiler indicates that the 
absorboost tile is optimal compressive strength the optimized parameter values are 
the weight of NaPA = 2 g, and cross-linker content = 0.1 g, the optimal absorp-
tion capacity for the optimized parameter values is cross-linker content = 0.1 g and 
swelling time = 20 min, and the optimal of durability for the optimized param-
eter values are weight of NaPA = 2 g and swelling time one day. These optimal 
values of the parameters lead to a minimum and maximum of 19%, 48.18%, and 
80.39% respectively, for compressive strength, absorption capacity, and durability. 
The results illustrate the absorboost tile for agriculture in semi-arid and arid areas is 
more effective. 
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Abstract Predicting renewable power potentials is vital for generating clean sources 
of power and reducing the dependency on fossil fuels resulting in fewer greenhouse 
gas emissions. This paper illustrates a comparative analysis between two machine 
learning (ML) algorithms, the artificial neural networks (ANN) and the gene expres-
sion programming (GEP) models, in estimating the geospatial renewable wind and 
solar power potentials. The datasets, from which the ML models should learn, repre-
sent different locations obtained from Egypt’s map. Error Analysis including the 
mean square error (MSE) and the coefficient of determination was utilized to specify 
the most significant geospatial generated model regarding accuracy. The results indi-
cate that the ANN has shown better results against the GEP by showing fewer errors. 
Furthermore, sensitivity and uncertainty analysis were implemented in the ANN 
model providing further accuracy measurements. The predictive key results were 
used as a main power component of an underground water pumping system used for 
irrigation to demonstrate the aspect and the replicability of the study. A geographic 
information system (GIS) management algorithm drives the pumping system by 
optimizing the performance of the underground water system to function sufficiently 
using the estimated renewable power potentials. 
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1 Introduction 

As one of the priorities in countries’ development, the construction of renewable 
power infrastructure is one of the solutions to face power shortage [1]. Egypt requires 
large power demand with a growth rate that exceeds 6% considering the reduction 
of ordinary power sources such as natural gas [2]. Egypt’s geographical location is 
noteworthy as it is located in the Middle East and North Africa (MENA) region [3]. 
Egypt’s large area is subjected to vast amounts of wind and solar potentials, placing 
Egypt with one of the highest solar potentials not only in the Middle East, that can 
be converted to renewable sustainable power sources covering the need for power 
[4]. Research forecasting renewable power generation suggests that solar power 
generation has a considerably greater potential compared to wind considering the 
political motivations that tend to encourage large-scale placement in many countries 
[5]. On the other hand, wind power has become extremely prevalent because it is 
highly effective, economical, and valuable for the environment. Current surveys 
showed that the yearly growth of installed wind power capacity is around 30% [6]. 
Egypt shows high primary energy use by about 11% of Africa [7]. 

Considering the irregular characteristics of renewable power sources, machine 
learning (ML) can predict wind and solar power potentials nowadays. Hence, it 
is vital to use ML methods that can learn from the historical provided data and 
generate models predicting both wind and solar power potentials. With the mounting 
of artificial intelligence (AI) in recent years, machine learning (ML) approaches that 
can solve nonlinear problems have been applied in the field of renewable power. 
Renewable power prediction models rely on the availability of the input data that 
influence the presence of the output power. The ML learning data can be extracted 
from empirical formulas or collected from real data [8]. The prediction models of 
the renewable power potentials are divided into two major groups the wind and 
solar power potentials. For each power potential, the examined ML methods are 
the artificial neural networks (ANN) and the gene expression programming (GEP). 
ANN and GEP work by finding relativity between the provided inputs and the outputs 
representing the relation in a predictive model as a result. 

Different researchers suggest that several variables influence wind power genera-
tion [9, 10], using the ANN back-propagation method, proposed that the wind speed 
distribution factor, scale factor, and wind speed are input factors that highly affect the 
wind power potentials [11] proposes that ambient temperature, average panel temper-
ature, average transformer temperature, average solar irradiance, and wind speed are 
the main inputs that influence the photovoltaic (PV) solar power potential gener-
ation using the ANN algorithm. However, [12] used daily air temperature, relative 
humidity, atmospheric pressure, wind speed, and earth temperature as parameters for 
the GEP model to learn from and generate PV power. The aforementioned researches, 
considering ANN and GEP, show accurate results when comparing the real obtained 
data to the ML-generated models’ results. According to mentioned studies, the ML 
model’s accuracy is evaluated using root mean square error (RMSE), coefficient
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of determination (R2), mean absolute error (MAE), and mean absolute deviation 
(MAD). 

Choosing a suitable location to install either wind or solar farms requires many 
strategies for decision-makers however using GIS and ML facilitates the process [13]. 
Using ML to plan renewable power plants allows users to examine big data, predict 
the results, and simplify the process [14]. Underground water pumping systems 
are applications for AI models to be supplied by a renewable power source. [15] 
introduces the renewable water pumping system components which include PV solar 
panels, a submersible water pump, a battery bank, and a water tank. [15] suggests 
that to control the working flow of the system, a management algorithm should be 
introduced to guarantee that the water pump is sufficiently covered by the renewable 
power source, the battery in case of insufficient solar power, or by a combination of 
solar power and the battery. Wind and solar power are economically friendly and are 
sources of clean power that create a pollution-free environment. Renewable forms of 
energy can be used in a water pumping system as a source of power. [15] introduces 
an algorithm to manage power applied to the renewable water pumping system. 
The conversion of solar irradiation to electric power by photovoltaic panels is the 
most efficient option compared to traditional power produced from carbon emission 
methods to be used in a water pumping system [16]. According to [17], generated 
power from wind resources is a green and unrestricted form of power that became 
the initial choice of many countries all over the world and can be used to power up 
water pumping systems. 

Egypt has high wind speed potential and is subjected to high solar radiation, 
making it one of the highest countries subjected to solar radiation. The two afore-
mentioned sources can be converted to wind power and solar power which can cover 
Egypt’s increasing need for power. Several studies have addressed the prediction of 
wind and solar power without introducing Egypt to its vastly natural available poten-
tial. Various studies that introduce predictive models of renewable power examine 
error analysis methods; however, few studies include uncertainty and sensitivity 
analysis in addition to performing error analysis. Moreover, a diverse of studies 
that considered the underground water pumping system examine adding a renewable 
power source to the system; therefore, few studies introduced using machine learning 
renewable power predictive models to their water pumping systems. 

Although a diversity of ML models have been developed lately for wind or solar 
power predictions using the ANN or GEP algorithms, the mainstream ML models 
introduce forecasting power potentials without introducing further analyses. More-
over, it is essential to know that the ML model’s input learning data could be uncer-
tain or could be sensitive to the outputs introduced to the models. Therefore, it is 
crucial to introduce uncertainty and sensitivity analyses to check additional accu-
racy performance. This paper discusses the generation of ML models to predict the 
wind and solar power potentials using ANN and GEP methods and compares them 
regarding accuracy in addition to performing further analyses of the ML models 
including error analysis, uncertainty analysis, and sensitivity analysis. Additionally, 
the most performing ML predictive model is implemented as a power source for 
an underground water pumping system to be used for irrigation. The remainder of
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this paper was ordered as follows; Sect. 2 provides the materials and methods vital 
to generate ML models that function as power for an underground water pumping 
system. Section 3 presents the results of the AI models generation and the AI models’ 
analysis, the water pumping system algorithm workflow, and case study results. 
Finally, Sect. 4 draws the conclusions. 

2 Materials and Methods 

2.1 Machine Learning Variables 

Machine learning algorithms learn from the inputs and outputs of data. The inputs 
and outputs can be either collected actual data or extracted data from numerical or 
theoretical expressions regarding both wind and solar power. The following sections 
discuss the numerical expression for calculating the renewable power potentials for 
wind and solar. 

Wind Power Variables. It is difficult to determine the theoretical potential at 
every grid cell, so a measure of wind energy intensity is calculated. The mass of the 
air and its speed create the wind’s kinetic energy. The kinetic energy of the wind is 
known as the wind power density [18]. 

The geographic potential is to remove all the restricted areas from the base map of 
Egypt, which are not applicable for adding wind farms. This stage requires defining 
the geographic constraint areas as individual layers on the GIS maps. Excluding those 
areas from the base map forms a single new exclusion map that is divided into grids 
of 1 km × 1 km. Each grid only includes the remaining areas that are suitable for 
wind turbine installation. Regarding onshore wind resources, the restricted excluded 
areas include the following [18]: urban built-up areas, water bodies, protected areas, 
highly elevated areas with elevations exceeding 2000 m, sloped areas with slopes 
more than 25°, roadways network, and areas with wind speeds lower than the lower 
limit of the wind turbine. 

Wind speed distribution is another factor, which greatly affects the wind energy 
output. The Weibull function is applied to calculate this distribution. The Weibull 
function is a probability function applied to analyze the wind energy yield taking 
into consideration the wind probability of occurrence. The Weibull distribution is 
expressed with the following probability density function [18]. 

f (U ) = 
k 

A
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U 

A

)k−1 

e −
(
U 
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)k 
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k =
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Umean
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A = Umean x k2.6674 

0.184 + 0.816 x k2.73855 
(3) 

where: U is the wind speed interval, known also as a class, with incrementing the 
value of 0.5 m/s from 0 to 25 m/s, k is the shape factor, A is the scale factor, σU is 
the standard deviation and Umean is the mean wind speed in m/s. 

The wind power curve is one factor of the most two important factors that calculate 
the wind turbine output. The power curve is characterized by three unique wind 
speeds: wind speeds titled cut-in, rated, and cut-out speeds. The wind turbine output 
is calculated by the following mathematical expression [18]: 

E = μ ∗ T
∑

wind class 

P(U )f (U ) (4) 

where: μ is the availability factor that accounts for turbine outages, T is the hours of 
a year, P(U) is the power curve, f(U) is the Weibull function, and U is the wind class 
from 0 to 25 m/s. 

The turbine’s output is estimated by applying expression (4) over each point of 
the fishnet by linking the power curve and the Weibull probability function. This 
function is carried out by the submission of multiplying P(U) and f(U) where the U 
increases with 0.5 m/s interval until reaching the maximum wind speed of the wind 
class range. Certain classes may contain zero values due to the unavailability of wind 
speed data in specific locations. This function is applied at each grid cell on the GIS 
software extracting the wind turbine output of each grid. 

Solar Power Variables. Solar irradiance is the most influencing factor that affects 
the amount of solar power potential that PV cells produce. Egypt is subjected to large 
amounts of solar irradiation that can be translated to power potential as a pure source 
of renewable energy. The map of Egypt is divided into grids of 1 km × 1 km using  the  
ArcMap software using fishnet property [19]. The solar power output is expressed 
through the following equation [20]. 

Ppv = A. Ipv.Vpv (5) 

Ipv = Ir + α(Tc − Tcr) 
SR 

SRr 
+

(
SR 

SRr 
− 1

)
Isc (6) 

Vpv = −β(Tc − Tcr) − Rs�I + Vr (7)

�I = α(Tc − Tcr) 
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+
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SR 

SRr 
− 1

)
Isc (8) 

Tc = T + (NOCT − Tcr) 
SR 

SRr 
(9)
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where: (Ppv) is the technical potential of the cell, (Ipv) is the photovoltaic panel 
current, (A) is the inclusion area within the same cell, and (Vpv) is the photovoltaic 
panel voltage, Vpv and Ipv are the photovoltaic panel voltage and current. Vr is the 
reference voltage. Ir is the reference current. SR is the solar irradiation. Tc is the cell’s 
ambient temperature. Isc is the short circuit current. DI is the current variation. Ns 
is the number of panels in a series. NOCT is the nominal operating cell temperature 
that is associated with certain operating conditions. Ppv is the photovoltaic power. 
T defines the ambient temperature. α, β are the short circuit current and the open 
circuit voltage ambient temperature coefficient. The SRr is1000W/m2 and Tcr is 25 
C at the Standard Test Conditions [20]. 

According to [20], the values of the ambient temperature of the map layer from 
the Global Solar Atlas are extracted over the grid cells fishnet that already have the 
values of global horizontal irradiation (GHI) to get the cell temperature (Tc). Finally, 
expression (5) is carried over all the remaining grid points for the available cells, and 
the solar power output is extracted from the ArcMap software to an Excel sheet. 

2.2 Machine Learning Methods 

ML methods work to provide models that represent the inserted input data, which 
is derived, either from theoretical equations or from real-measured data. The ML 
methods learn from the provided data by trying to find a relation between the provided 
inputs and outputs to best represent the data. The generated models can be imple-
mented for various needs among them is the prediction models. The two used ML 
methods are ANN and GEP. The objective is to reach the most accurate model 
by comparing and analyzing these models for the prediction of renewable power 
potentials in Egypt. 

Artificial Neural Networks. ANN is a machine-learning algorithm that generates 
models that are influenced by the inputs, the output, and the neurons. The human 
brain approximately consists of 15 billion neurons; however, the number of neurons 
in the ANN model depends on the real need of the problem [21]. A feedforward 
neural network was used to forecast both wind and solar power. The structure of 
the feedforward neural network consists of an input layer, an output layer, and a 
hidden layer. The number of neurons in the hidden layer is chosen according to the 
performance of the model [22]. Therefore, neurons will be defined by trial and error 
method until reaching a proper number of RMSE [23]. The ANN is trained using the 
Levenberg–Marquardt algorithm which is a standard training algorithm [24]. 

As shown in . 
Figure 1, the input layer gets data and gives it to neurons in the hidden layer and 

then passes the data to the output layers by multiplying weights [21]. From both the 
wind and solar power theoretical expressions mentioned earlier, the independent and 
dependent variables of the functions are used as the inputs and output parameters of 
the ANN algorithm.
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Fig. 1 Artificial Neural Networks Algorithm 

Gene Expression Programming. GEP consists of a structure called a chromo-
some which is a simple linear structure of fixed length. A chromosome can consist 
of one gene or more. To show the expression embedded in the genes, the GEP 
uses Expression Tree (ET) representations [25]. Hence, any mathematical function 
is converted to an ET expression. Consider the following algebraic expression also 
known as a program. 

a x b  
c 
d 

(10) 

Expression (10) can be expressed as an ET representation as follows in Eq. (11). 

/ x / a b c  d  
0 1  2  3  4 5  6  

(11) 

Equation (11) shows the head of the gene which contains both the terminals as well 
as the function of the algebraic expression. Regarding the GEP, any gene consists 
of a head and a tail. The tail is part of the gene through which the terminal can be 
modified in the next generation using any kind of genetic operation without having 
any constraints [26]. However, GEP usually contains chromosomes of more than one 
gene that forms a complex multigenic chromosome [25]. The multigenic chromo-
some can be used to express more complex relations [26]. GEP keeps randomizing 
the terminals and the functions of the program, regarding the initial chromosome
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gene. The goal of the GEP is to reach an offspring, which can represent or best fit 
the input dataset. To reach this goal, the GEP algorithm uses the RMSE function 
to check accuracy. The RMSE ranges from zero to infinity. An acceptable range 
of the fitness test lies between 600 to 800 [25]. The GEP initiates by defining the 
number of variables to be tested. Then, the GEP architecture is defined by defining 
the number of chromosomes, the number of genes, the head size, and the linking 
function. Moreover, the GEP starts to develop the parent program that is checked by 
the fitness function. Furthermore, the GEP started to implement the second gener-
ation by randomizing the previously created genes to new ones. The evolution is 
repeated with more offspring evolutions until reaching an adequate GEP model. 

2.3 Machine Learning Analysis 

Error Analysis. The error analysis is the variation of the model’s output about a 
mean. Error analysis indicates the error in model output says how far the forecasted 
value from the  true  value is to be [25]. The error analysis is a measure of how the model 
responds. The error analysis can be evaluated by more than one method. The number 
of neurons started by two and incremented by one neuron each time. The process of 
increasing the number of neurons stops when reaching the least MSE for that model. 
The least MSE is achieved when the MSE increases again after incrementing the 
number of neurons by one. The MSE is calculated using the following expression: 

MSE = 
1 

n 

n∑
i=1

(
Xp − Xo

)2 
(12) 

where: XP is the predicted value of the ANN model, XO is the observed value of 
the ANN model, and n is the total number of samples. In addition to the MSE, the 
R-value after each trial is computed through the following expression [27]: 

R =
∑n 

i=1

(
Xp − Xp.mean

)
(Xo − Xo.mean)√∑n 

i=1

(
Xp − Xp.mean

)2√∑n 
i=1 (Xo − Xo.mean)

2 
(13) 

where: XP is the predicted value of the ANN model, XP.mean is the mean of the 
predicted values of the ANN model, XO is the observed value of the ANN model, 
XO.mean is the mean of the observed values of the ANN model. After identifying 
the best trial for each combination of inputs, other error analyses are carried out to 
provide more validation for the models. The error analyses performed are as follows, 
calculating MAE, RMSE, and R2 [25, 28]. 

MAE =
∑n 

i=1 (XP − Xo) 
N 

(14)
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RMSE =
√∑n 

i=1(XP − XO)2 

N 
(15) 

R2 = 1 −
∑n 

i=1

(
Xo − Xp

)2 
N

∑n 
i=1 (Xo − Xo.mean)

2 (16) 

where: XP is the predicted value of the ANN model, XO is the observed value of the 
ANN model, XO.mean is the mean of the observed values of the ANN model, and N 
is the total number of samples. 

Uncertainty Analysis. The uncertainties of the input parameters have to be 
studied as they could influence the outcome of the AI models. Although using in 
this study a large data set, the uncertainty of prediction outcomes can occur, which 
can be decreased by gathering more data about the input parameters [25]. Upon 
knowing the architecture of the AI models, the number of neurons, and training the 
models using either ANN or GEP algorithms, the Monte-Carlo simulation (MCS) is 
used to examine the uncertainties in the final chosen AI model for forecasting wind 
and solar powers. MCS consists of the generation of the repeated random parameters 
of the inputs from their created probability density functions (PDFs) such as (e.g. 
Gaussian, log-normal, Weibull, etc.) and then computing the statistics of the resulting 
output. PDFs are generated for each input parameter for the chosen AI models. Each 
PDF is chosen based on the most fitted probability graph for the data of the inputs 
using the Kolmogorov–Smirnov test, which relates the probability distribution of 
input variables with a known probability distribution with a 5% significance level 
[29]. 

First, the frequency graph distribution of each input set of data is calculated. 
Then, the best-fitting PDF is chosen based on the generated frequency graph using 
the RISK software. From each PDF for each input parameter of the AI models, a 
certain number of random samples is extracted that is 250,000 samples. The 250,000 
random samples are divided into 1000 samples resulting in 250 vectors. The first 
run of the AI model used the first vector of 1000 samples as the input. Then, for the 
upcoming run, the next vector was combined with the previous vectors cumulatively 
and the cumulative new vector was used as the next input for the new run of the 
AI model. Regarding each run, the variance was computed for the outputs using the 
following expression: 

S2 =
∑

(xi − x)2 

n − 1 
(17) 

where: xi is the output value, x is the average of the output values, and n is the total 
number of samples. The number of variance is plotted versus the number of output 
samples and the convergence of the variance is extracted from the plotted graph [25]. 
The number of samples at which the convergence of variance occurred is the number 
to carry out the uncertainty analysis using the MCS. The reached number of samples 
of the input data sets is applied in the AI models again. The output of the AI models
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is used to conduct the uncertainty analysis using the following expressions [25]: 

uncertainty = 100x 
MAD 

Median(X ) 
(18) 

MAD = 
1 

N 
x 

N∑
i=1 

|Xi − Median(X )| (19) 

where: Xi is the output of the AI models and MAD is the mean absolute deviation. 
Sensitivity Analysis. Sensitivity analysis is a measure of the influence of each 

input in the model on the output. The result of the sensitivity analysis is to give a rank 
from the most effective input to the least effective one. The sensitivity analysis is a 
measure of the relative influence of each input variable of the chosen ANN model. 
The sensitivity analysis is measured using Garson’s equation which is derived from 
the neurons’ weight matrices (IW1 and IW2). Garson’s equation is shown as follows 
[30]: 

Iik =
∑L 

j=1

(( |IW 1ij|∑N 
i=1 |IW 1ij|

)
x
∣∣IW 2jk

∣∣)
∑N 

i=1

(∑L 
j=1

(( |IW 1ij|∑N 
i=1 |IW 1ij|

)
x
∣∣IW 2jk

∣∣)) (20) 

where: Iik is the relative importance factor of the ith input neuron on the kth output 
neuron, N and L are the numbers of input and hidden neurons, respectively, IW 1ij is 
the connection weight matrix between the ith input neuron and the jth hidden neuron, 
and IW 2jk is the connection weight matrix between the jth hidden neuron and the 
kth output neuron. 

Water Pumping System. The system works by finding a balance between the 
produced energy and the required energy. The water pumping system consists of 
either photovoltaic panels or wind turbines, a battery, a pump, a storage tank, and a 
multi-string inverter [20]. The system works by pumping the underground water to 
be used for irrigation purposes. The Siemens-Gamesa SG 2.1–114 wind turbine is 
examined for Egypt with heights of 80 and 100 m. The PV panels examined are the 
SOLARWORD-SW-250 Poly model. The management algorithm aims to use either 
the daily solar power or the daily wind power to run the water pump. To do so, first, 
the pump load required has to be calculated. The pump power is to be calculated by 
the following expression: 

Pump Power = 
Q xH  x  g  x  ρ 

η 
(21) 

where Q is the water discharge m3/day, H water pump head, g is the gravitational 
acceleration 9.81m2/s, ρ is the water density 1000 kg/m3, and η is the pump effi-
ciency. The area of interest is Egypt’s new delta project. The project is to be irrigated 
by underground water using water pumps that are to work by using wind or solar
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power as their source of power. A day in both the summer and the winter seasons is 
chosen to test the algorithm. After calculating the pump power using Eq. (21), the 
equivalent daily solar or wind power is calculated to check if the power source with 
be compatible or not. The inputs for the management algorithm are the power source 
(Psource) and the pump load (PL). 

3 Results and Discussion 

3.1 Machine Learning Models 

Artificial Neural Networks. ANN algorithm uses several input combinations along 
with their outputs. The used inputs are attained from the theoretical methods equa-
tions as per [18]. The ANN chosen inputs are the wind speed, Weibull distribution 
shape factor, scale factor, and the annual wind speeds standard deviation resulting 
in four inputs with four different combinations for wind power potential. The previ-
ously mentioned studies encountered solar radiation and temperature as parts of their 
AI inputs; however, they did not encounter the effect of the PV panel’s area and effi-
ciency as mentioned by [20]. Therefore, the five inputs considered in this study for 
solar power prediction are the ambient temperature, PV cell temperature, area of 
installation, GHI, and PV panel efficiency. The efficiency is a function that is calcu-
lated from both the ambient temperature and the PV cell temperature, so they are not 
included in a single combination as that will form redundancy. The neurons transmit 
the data between the input layer the hidden layer, and the output layer. The number of 
neurons does not follow certain criteria for choosing them as using too many neurons 
can lead to overfitting and using too few neurons can lead to underfitting. They are 
defined by running several trials with different numbers of neurons as per [31]. The 
number of neurons achieving the lowest MSE value is the value showing the most 
accurate run as compared to [32]. This process is carried out for all the possible input 
combinations, mentioned earlier. The changing of neurons’ number process resulted 
in 143 trials. According to [33], the smallest MSE values of all runs and R-values 
closer to 1 state higher the accuracy of the models. The least MSE values for the wind 
ANN models have the following input combinations: wind speed, shape factor, scale 
factor, and standard deviation. The results followed the previously mentioned studies 
including the wind speed as their main input parameters. The chosen ANN models 
for the wind and solar models are the models with 10 and 12 neurons, respectively. 
The corresponding MSE for the wind and solar ANN models are 0.0349 and 0.0427, 
respectively, which are similar to the MSE values of [34]. 

Gene Expression Programming. GeneXpro tools 5.0 software trial version was 
used to run the GEP model representing both wind power and solar power. The GEP 
architecture consists of the number of chromosomes, the number of genes, head size, 
the linking function, and the genetic operations [25, 35].
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Fig. 2. 70% Testing in Blue 
and 30% Validation Sample 
in Red 

The GEP input dataset was divided into 70% training and 30% testing as shown 
in Fig. 2. GEP keeps randomizing the terminals and the operators along the same 
gene and between different genes. Every generation, the model is tested using the 
RMSE fitness test until reaching 20,000 generations, which is the stopping criteria 
[25]. The final GEP model for solar power had a fitness error of 640.693 and the 
wind GEP model had a fitness error of 919.538. The result of the solar power model 
is three expression trees. While the wind power model resulted in four expression 
trees. The expression trees are translated to the following equations: 

Solar Power = 
3.608 x Area x GHI 

3 
5 

T 1/12 c 

(22) 

Wind Power = 2861.5257x 
WS1/6x 

√
A x  K29/120 

SD1/16 
(23) 

3.2 Machine Learning Models Output 

The ML model output is a newly generated map presented in the ArcGIS software 
that shows places where the installation of both wind turbines and solar panels is 
applicable as well as practical. The newly generated map shown in Fig. 3 is the final 
exclusion map. The predictive model is generated based on the previously collected 
data that was provided for the ML algorithm to learn from and produce models 
representing the introduced data. The map can help decision-makers choose places 
that are ideal for the setting up of wind turbine or solar panel plants.
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(a)                                 (b) 

Fig. 3 (a) Egypt’s map before exclusions (b) Egypt’s exclusion renewable power potential map 

3.3 Machine Learning Models Analysis 

To choose the best-performing ML models for both the wind and solar power poten-
tials, several analyses are carried out to compare the models regarding accuracy. The 
performed analyses mainly compare the actual introduced data to the output results 
of the generated ML models. The error analysis is carried out between the outputs 
of the AI models, ANN and GEP. The R2 and the RMSE are carried out for the final 
three chosen ANN models for the wind and solar as well as their GEP models. RMSE 
tells you how concentrated the data is around the best-fit line. RMSE is carried out for 
the ANN and GEP models for wind at 80 m, wind at 100 m, and solar. The models 
of the ANN and GEP are compared for each evaluated parameter using the error 
measurement tools, shown in Table 1. The  R2 values of the AI models clarify that the 
ANN has better results compared to the GEP model for all evaluated parameters, so 
the rest of the analysis will be carried out for the ANN final models. The R2 values 
obtained in this study coincide with all the studies of [33, 36, 37], which are 0.97, 
0.9944, and 0.999159, respectively. 

The wide range of real data of the wind and solar used to construct the predic-
tion ANN models inflicts uncertainties on model predictions. The uncertainty is

Table 1 Error analysis results 

Parameter Model R2 RMSE Model R2 RMSE 

Wind ANN 0.99841 0.21 GEP 0.99305 312.34 

Solar ANN 0.99997 0.22 GEP 0.99510 4.48 
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Table 2 Uncertainty analysis results 

Parameter Model Median MAD Uncertainty % Mean SD PDF 

Wind 80 m ANN 11,956.9 944.71 7.9 11,825.5 1,448.59 Weibull 

Wind 100m ANN 12,254.8 1027.55 8.4 11,395.6 3,002.63 Cauchy 

Solar ANN 269.7 31.23 11.6 21,134.1 12,546.49 Logistic 

performed based on the MCS analysis. Using the RISK software, for each input for 
the ANN models, the frequency bar charts are calculated. Using MCS, a probability 
distribution function is fitted for each input data. 250,000 Random samples from each 
PDF are extracted. For each random dataset of every input, the number of samples 
is divided into 250 vectors. The cumulative variances are extracted and plotted in a 
graph versing the number of samples. The plots formed showed a convergence of the 
variance after almost 100,000 samples of the inserted data. The result is the number 
of samples of the MCS for which the uncertainty analysis can be carried out. The 
results of performing Eqs. (18) and (19) for all the ANN models are summarized 
in Table 2. The uncertainty analysis results are acceptable compared to the values 
obtained by [25]. 

The sensitivity analysis measures how each of the input parameters influences the 
final output of the ANN model. Equation (20) is carried out for all the ANN models 
to determine the sensitivity analysis influence parameters. The influence of the input 
parameters are as follows ascendingly: wind speed, scale factor A, standard deviation, 
and shape factor K. On the other hand, the solar model parameters influence are as 
follows ascendingly: global horizontal irradiation, temperature, and area. Finally, 
the results show that the ANN models for both the wind and solar power potentials 
showed better results compared to the GEP models. 

3.4 Water Pumping System Case Study 

The underground water pumping system that is used for irrigation is applied to a 
specific place in Giza, Egypt. The algorithm’s criteria is to store excess renewable 
power in the battery, and if the battery is fully charged, the excess power is considered 
PLOST. The inputs of the management algorithm are the PSOURCE and PL. The outputs 
are P1, which is the power exchanged between the pump and the renewable energy 
source, P2 the exchanged power between the water pump and the battery, and PLOST 
which is the excess renewable power in case the battery is fully charged. 

The management algorithm aims to quantify the amount of renewable power 
required to run water pumping systems to irrigate the New Delta project. To calcu-
late the depth of the underground water table, the map of the underground water table 
was inserted into the ArcMap software and georeferenced to be placed in its original 
coordinates. The depth of the underground water, regarding the New Delta project, 
ranges from 150 to 200 m. According to [38], the static head is the difference between
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the depth of the water and the head of the receiving reservoir. The dynamic head can 
be estimated as 15% of the static head. The area of study consists of several irrigation 
circles, so only one circle of the irrigation area is evaluated. The examined circle has 
an underground water depth of 180 m. Two water pumps are going to work for 10 h 
a day which results in 158 m3/hr. The suggested water pump is GRUNDFOS SP 10 
inches. Knowing the pump head of 207 m (680 ft.), the corresponding Q results in Q 
of 66 gallons per minute (160 m3/hr.). Substituting in Eq. (21) results in a required 
renewable power of 2148 kW/day. Two days are examined throughout the year, a day 
in summer and another in winter. Moreover, monthly data were also examined for 
both wind and solar models. Daily data for the wind speeds, global horizontal irradi-
ation, and temperature were all provided online using the Photovoltaic Geographical 
Information System (PV GIS) through the European Commission website. Daily and 
monthly inputs, regarding the summer and winter days, were first calculated using 
a theoretical equation for both wind and solar power. On the other hand, the same 
data were used as inputs for the ANN of the solar model because the inputs for the 
daily solar power are the same compared to the inputs required for annual power 
calculations. However, the wind daily data is not inserted into the ANN model as the 
model represents the annual wind power output. Therefore, only monthly data can 
be inserted into the ANN model as the monthly wind power calculations follow the 
same steps as compared to the annual wind power[39]. 

Monthly wind speed distribution follows the Weibull probability density function, 
which is a reason to be inserted in the ANN model [39, 40]. The wind turbine used 
in that case study after following the methodological steps followed the same results 
as [41] regarding the wind turbine type, SG 2.1–114 turbine, and generated power. 
A comparison was made between theoretical equations and ANN models’ outputs 
to validate that the ANN models can predict daily solar and wind powers [20]. As 
shown in Fig. 4, the output of both the theoretical equations and the ANN models 
demonstrates that the outputs of the theoretical equations and the ANN are nearly 
the same as the results [20]. A sample outcome of the algorithm for both summer 
seasons taking into consideration the daily solar power is shown in Fig. 5.

In Fig. 5, PL is always a constant straight line as it shows the water pump which is 
constant through the working 10 h. P1 increases as the power is exchanged between 
the pump and the source and is constant when the source power exceeds the required 
water pump load. On the other hand, P2 decreases when the power source is less 
than the pump load and the pump has to cover the remaining required load from 
the battery. However, P2 shows negative values when the source power exceeds the 
pump power and charges the battery until being fully charged. Finally, PLOST shows 
positive results when there is excess power after fully charging the battery. PLOST 
only shows positive results in the PV solar panels because decreasing the panels to 
an area of less than 2500 m2 does not cover the required pump load. However, the 
wind turbine can serve 13 irrigation circles that when divided show small portions 
of PLOST.
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4 Conclusions 

This study discusses the prediction of wind power at heights of 80 m and 100 m as 
well as solar power using ML methods including ANN and GEP. The ANN and GEP 
models for both wind and solar were generated and compared regarding accuracy. 
Moreover, uncertainty and sensitivity analyses were applied to the optimum ML 
model. The ML predictive renewable power model was used to power an underground 
water pumping system used to irrigate off-grid areas. From this study, it is concluded 
that the optimum ANN models regarding accuracy resulted from the 139 trials for 
wind and solar power generation the models with inputs of WS, A-factor, K-factor, 
and SD. The chosen ML models for the wind power at 80 m and 100 m above the 
ground have 10 neurons with corresponding MSE of 0.0349 and 0.0512, respectively.
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On the other hand, the solar power predictive model is those having 12 neurons, with 
a corresponding MSE of 0.0427. 

Regarding the GEP models, the used variables for wind power are WS, A-factor, 
K-factor, and SD. The used variables for solar power are GHI, cell temperature, and 
the area. The optimum GEP structure for both wind power and solar power was using 
30 chromosomes, 3 genes, and 9 head sizes. After 20,000 generations of the GEP 
models, the optimum models for wind power and solar power showed fitness error 
values of 919.538 and 640.693, respectively. 

ANN models of both wind power and solar power showed better accuracy when 
compared to the GEP models in terms of error analysis. The uncertainty analysis 
percentage using MAD for wind power at heights of 80 m and 100 m is 8% while the 
percentage for solar power is 11%. While the sensitivity analysis shows the influence 
of the input parameters on the output. ANN models for both wind power and solar 
power are used as the main power source for an underground water pumping system 
used for irrigation. The results of a management algorithm for the pumping systems 
stated that a pivot irrigation circle located in the case study area can be supplied with 
either PV panels with an area of 2500 m2 or one-tenth of the power of a wind turbine. 
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Optimizing Foundry Operations: A Case 
Study on Improving Material and Energy 
Flow Efficiency in Line with the SDGs 

Ahmed ElFeky, Hazem Elshiekh, and Amna Ramzy 

Abstract This study focuses on optimizing material and energy flows within a 
foundry to enhance sustainability and align with Sustainable Development Goals 
(SDGs) 9 (Industry, Innovation, and Infrastructure) and 12 (Responsible Consump-
tion and Production). Using UMBERTO® Efficiency + software, key inefficiencies 
were identified, particularly in the induction furnaces, which consumed 85% of the 
facility’s total energy. By implementing targeted optimization strategies, the foundry 
achieved significant improvements, including expected annual energy savings of 
429,312 kWh and a reduction of 236 metric tons of CO2 emissions. Additionally, 
reclassifying iron shavings by alloy type led to an increased revenue of 74,690 EGP, 
totaling 329,890 EGP. These results demonstrate that systematic resource manage-
ment can greatly enhance both economic and environmental outcomes. This approach 
not only improves operational efficiency but also contributes to global efforts in 
achieving more sustainable industrial practices, in line with the SDGs. 

Keywords Material and Energy Flow Optimization · Sustainable Development 
Goals (SDGs) · Industrial Efficiency · Greenhouse Gas Emissions Reduction ·
Foundry Operations · Resource Management ·Modelling and simulation 

1 Introduction 

The high consumption of fossil fuels is a major driver of greenhouse gas (GHG) 
emissions, contributing significantly to global warming due to the substantial release 
of CO2 and its equivalents. Since the mid-eighteenth century, the Industrial Revolu-
tion has led to a dramatic rise in carbon dioxide levels. By 2015, CO2 emissions had 
surged by 43%, [1]. The increase in GHGs, including CO2, nitrous oxide, methane,
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and fluorinated gases, not only traps heat and raises global temperatures but also 
accelerates climate change, leading to rising sea levels [2]. These emissions origi-
nate from various human activities across all sectors of the global economy, including 
power production, transportation, manufacturing, and agriculture. Therefore, it is 
imperative for all these sectors to collaborate in reducing their GHG emissions. 

The global challenge of reducing GHG emissions, driven largely by the high 
consumption of fossil fuels, is mirrored in the energy consumption patterns of indi-
vidual countries. For instance, according to the United Nations Industrial Develop-
ment Organization (UNIDO), Egypt is the third most populous country in Africa and 
the continent’s largest consumer of oil and gas. As indicated in Table 1, Egypt’s total 
energy consumption reached 1054 terawatt-hours (TWh) and has been increasing at a 
rate of nearly 7% annually since the early 2000s. However, this energy consumption 
is predominantly reliant on fossil fuels, with gas and oil together constituting over 
90% of the total energy mix. This substantial dependence on carbon-intensive sources 
presents considerable challenges for the country in its efforts to enhance energy effi-
ciency and transition towards a more sustainable energy system. Although there has 
been some progress in adopting renewable energy sources, such as hydro, wind, and 
solar, these currently account for only 6.2% of total energy consumption. The domi-
nance of fossil fuels not only significantly impacts Egypt’s greenhouse gas (GHG) 
emissions but also underscores the potential for substantial improvements in energy 
efficiency, particularly within the industrial sector, which is a major contributor to 
GHG emissions [3]. 

While Egypt’s overall energy consumption is heavily reliant on fossil fuels, 
contributing significantly to its greenhouse gas (GHG) emissions, the industrial sector 
plays a particularly pivotal role. As illustrated in Fig. 1, the industrial sector is respon-
sible for 31% of Egypt’s total energy consumption, marking it as a significant contrib-
utor to the country’s greenhouse gas (GHG) emissions. According to the Regional 
Center for Renewable Energy and Energy Efficiency (RCREEE), the sector’s heavy 
reliance on fossil fuels, especially natural gas and oil, drives its substantial GHG 
output. The energy-intensive nature of industrial activities highlights the critical need 
for enhanced energy efficiency and the adoption of cleaner technologies. Addressing 
energy consumption in this sector offers Egypt a considerable opportunity to reduce 
its GHG emissions and move closer to more sustainable energy practices. The figure

Table 1 The breakdown of 
Egypt’s energy consumption 
by source in 2021 

Source Consumption (TWh) Percentage of Total (%) 

Gas 619 58.70 

Oil 355 33.70 

Hydro 38 3.60 

Wind 20 1.90 

Coal 14 1.30 

Solar 7 0.70 

Total 1054 100.00 
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Fig. 1 Share of electricity usage in Egypt by sector [4] 

underscores the urgency of implementing targeted strategies to mitigate environ-
mental impacts and improve the overall efficiency of energy use within the industrial 
domain. 

Optimizing industrial energy systems is vital for reducing energy consump-
tion, lowering operating costs, and minimizing greenhouse gas emissions. Given 
the complexity of industrial processes and the vast amounts of data involved, 
manual calculations for energy integration have become increasingly impractical. 
As a result, specialized software tools have been developed to model and optimize 
energy recovery systems, however, the diverse needs of energy integration mean that 
no single software can comprehensively address all aspects, making the selection 
process a critical task for researchers. Therefore, it is essential to select the appro-
priate software based on the specific objectives and requirements of each case study, 
as well as whether the focus is on a large company or a small and medium-sized 
enterprises (SMEs). 

While larger industries have successfully implemented these tools, SMEs often 
face challenges in adopting them. This disparity in sustainability practices under-
scores the necessity for developing energy integration solutions tailored to the specific 
needs and constraints of SMEs. Small and medium-sized enterprises (SMEs) are 
globally recognized as vital contributors to economic growth, accounting for a 
substantial share of GDP and employment across various regions. According to 
the Organization for Economic Co-operation and Development (OECD), SMEs 
contribute up to 60% of the total GDP within the European Union (EU) [5]. Despite 
their economic significance, SMEs often trail behind larger corporations in adopting 
sustainability practices, leading to considerable environmental impacts. Globally, 
SMEs are responsible for approximately 60 to 70% of industrial environmental
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impact, with certain regions, such as the Asia–Pacific, facing even more severe conse-
quences. For instance, De et al. (2020) found that SMEs in this region contribute 
over 60% of industrial pollution and consume more than 13% of the world’s energy. 
In Europe, SMEs account for around 70% of industrial emissions, making them 
significant contributors to pollution [6]. 

In Egypt, SMEs similarly play a crucial role in the economy, significantly 
contributing to both employment and GDP. Research indicates that SMEs account 
for approximately 80% of total employment in the private sector, underscoring 
their importance in job creation and economic stability [7]. However, these enter-
prises face substantial challenges, including limited access to finance, bureaucratic 
hurdles, and inadequate infrastructure, which impede their growth and sustainability 
[8, 9]. According to the EU definition, an SME is an enterprise with fewer than 
250 employees and a turnover of less than e50 million [8, 9]. To mitigate envi-
ronmental impacts and reduce energy consumption, it is imperative that Egyptian 
SMEs increasingly adopt improve material and energy efficiency. This shift would 
not only enhance their sustainability but also alleviate the burden on the government 
to develop new power stations [4]. 

Achieving sustainability in SMEs requires a balanced approach that takes into 
account economic, environmental, and social factors [6]. This research focuses 
specifically on enhancing the environmental sustainability of SMEs. To achieve this, 
several key areas need to be addressed: 

1. Material Efficiency: Implementing strategies to minimize waste generation and 
enhance recycling practices can significantly reduce the environmental impact 
of SMEs. 

2. Energy Efficiency: Detecting energy consumption hotspots and conducting 
research and development (R&D) to address the identified issues. By targeting 
these specific areas, SMEs can implement more effective energy-saving strategies 
and enhance their overall sustainability. 

Achieving sustainability in small and medium-sized enterprises (SMEs) calls for 
a thoughtful balance between economic, environmental, and social factors. This 
research highlights the importance of environmental sustainability, focusing on 
the efficient use of materials and energy to cut down waste and enhance resource 
utilization. By employing Material and Energy Flow Analysis (MEFA): 

1.1 Material and Energy Flow Analysis (MEFA) 

Material and Energy Flow Analysis (MEFA) is a critical methodology in industrial 
engineering, designed to measure and optimize the flow of materials and energy 
within production processes. By focusing on both material mass and energy usage, 
MEFA provides a comprehensive understanding of how resources are consumed and 
transformed during manufacturing. The primary objective of MEFA is to maintain 
a material balance across all stages of production, from the initial sourcing of raw
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materials, through intermediate processes, to the final product. This balance is guided 
by the law of conservation of mass and energy, which states that the total mass and 
energy in a closed system must remain constant. 

MEFA begins by mapping the entire production process, identifying sources of 
materials and energy, and tracking their pathways through various processing stages. 
Each operation within the flow process is analyzed to determine its inputs and outputs, 
enabling the identification of inefficiencies or losses. By comparing the input mate-
rials and energy with the outputs, including emissions and waste, MEFA ensures that 
all resources are accounted for, thereby minimizing waste and optimizing resource 
utilization. This analysis is essential not only for enhancing the efficiency of indus-
trial processes but also for reducing environmental impacts, particularly in terms of 
emissions and waste. 

Beyond balancing material and energy flows, MEFA also aids in identifying 
opportunities for recycling and reusing materials within the production process, 
contributing to more sustainable manufacturing practices. For instance, in the context 
of ductile iron production, as discussed earlier, MEFA can be applied to optimize 
the use of scrap iron and energy in melting processes, ensuring efficient resource 
utilization while minimizing waste and emissions. Overall, MEFA is a powerful tool 
that supports sustainable development goals by promoting responsible consumption 
and production within industrial systems. 

This research aligns with the objectives of the Sustainable Development Goals 
(SDGs), 9 (Industry, Innovation, and Infrastructure), and 12 (Responsible Consump-
tion and Production). The study aims to evaluate the efficiency of material and 
energy flow software in optimizing resource use within Egypt’s industrial sector. 
The primary objective is to develop sustainable models centered on two core pillars: 
material efficiency and energy efficiency. By focusing on these areas, the research 
seeks to reduce greenhouse gas (GHG) emissions and contribute to global efforts in 
combating climate change. Advancing sustainable practices and improving resource 
efficiency in industrial operations are critical steps towards achieving a greener and 
more sustainable future for Egypt. 

Building on the identification of key inefficiencies and the implementation of 
targeted optimization strategies within the foundry, the next chapter will dive into 
the detailed methods used to achieve these improvements. It will specifically cover 
how Material and Energy Flow Analysis (MEFA) and UMBERTO® Efficiency + 
software were applied to map and analyze the foundry’s processes. Additionally, the 
chapter will discuss the systematic approach to optimizing material and energy flows, 
reducing waste, and improving overall sustainability. Through a comprehensive case 
study of a small to medium-sized enterprise (SME) in Egypt’s industrial sector.
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2 Methodology 

As shown in Fig. 2, the methodology began with an on-site visit to Sequoia Company, 
followed by data gathering on production, energy, and material flows. This data was 
analyzed to model current operations, pinpointing inefficiencies and hotspots. From 
these insights, improvement opportunities were outlined to enhance the facility’s 
economic and environmental performance. 

2.1 SME Case Study 

This research paper examines the intricate production process within a casting facility 
dedicated to manufacturing ductile iron fittings and accessories. The process begins 
with two induction furnaces, each capable of melting 200 tons of scrap iron per month, 
setting the foundation for downstream operations. The molten iron is then directed 
into three distinct casting lines: fully automated, semi-automated, and manual. 

In the fully automated line, advanced robotics and control systems oversee the 
entire casting process, ensuring precision and consistency from pouring to solidifica-
tion. The semi-automated line, which combines automation with human oversight, 
offers greater flexibility, with critical tasks such as mold preparation and casting 
inspection handled by skilled operators. This blend of automation and human inter-
vention ensures both efficiency and adaptability in production. The manual line is 
reserved for specialized or lower-volume orders, where experienced foundry workers 
manually execute the casting process, delivering high craftsmanship for custom 
products. 

Following the casting process, the gating system is removed, and the castings 
undergo a thorough quality inspection to detect defects such as porosity or dimen-
sional inaccuracies. Successful castings proceed to sandblasting, where abrasive 
cleaning removes surface impurities, preparing them for the subsequent machining

Fig. 2 Flow diagram of experimental procedures 
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phase. During machining, the castings are meticulously shaped to meet precise spec-
ifications, which is crucial for ensuring the proper fit and functionality of the ductile 
iron fittings. 

The final steps involve painting the products to prevent corrosion and enhance 
durability, after which the components are assembled into finished fittings and acces-
sories. This study provides a comprehensive analysis of these processes, emphasizing 
efficiency, quality control, and the strategic integration of automation to optimize 
production within the casting facility. Figure 3 shows the whole process, starting 
from melting scrap iron in induction furnaces all the way to the final assembly. 

Fig. 3 Process diagram: from melting scrap iron to final product assembly
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2.2 Data Collection and Analysis 

Material and energy data were collected from the company, using 2023 as the 
reference year.

• Materials Consumption Analysis (2023): 

The data provided for the year 2023 in Table 2 offers a detailed overview of the 
material flow within the foundry, highlighting both the efficiency of the iron-casting 
process and areas where improvements could be made. Out of the total 1,461,000 
kg of molten iron processed, 1,011,000 kg were successfully converted into cast 
products, demonstrating a high conversion rate that underscores the foundry’s ability 
to efficiently produce final products. This aligns well with the goals of material and 
energy flow optimization. 

However, the data also reveals that 345,000 kg of iron were utilized in the 
gating systems, risers, and sprues. While these are essential components of the 
casting process, they represent a significant portion of material that does not directly 
contribute to the final product. The fact that this material can likely be recycled 
within the facility is promising, as it suggests that a substantial amount of iron could 
be reintegrated into the production cycle, thereby reducing waste and conserving 
resources. 

Additionally, 56,000 kg of iron were categorized as rejected products. Although 
these products did not meet the required standards, their potential for recycling 
is a positive aspect, as it ensures that the material is not entirely lost but can be 
reprocessed, further enhancing resource efficiency. Iron shavings, totaling 23,000 kg, 
were generated during various stages of the process, particularly during machining. 
The management of these shavings within the facility reflects a commitment to 
minimizing waste and maximizing the use of raw materials. 

Despite these efforts, there were still 26,000 kg of waste losses, attributed to factors 
such as droplets, splashes, broken parts during casting, iron solidification in the 
furnace and ladles, and poor agglomeration of iron shavings. These losses highlight 
areas where further optimization could be pursued, potentially through improved 
process controls, enhanced recycling techniques, or better handling practices.

• Energy Consumption Analysis (2023) 

In 2023, the foundry’s total energy consumption reached 1,902,833 kWh, as 
detailed in Table 3. A significant portion of this energy (1,616,408 kWh) was

Table 2 Material data (2023) 

Total Molten 
Iron Processed 
(Kg) 

Casted 
Products 
(kg) 

Gating 
Systems, 
Risers, and 
Sprues (kg) 

Rejected 
Products 
(kg) 

Iron 
Shavings 
(kg) 

Waste losses 
(Kg) 

ΣTotal 1,461,000 1,011,000 345,000 56,000 23,000 26,000 
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Table 3 Energy data (2023) 

Year 2023 Total energy consumption 
(KWh) 

Induction Furnaces energy 
consumption (KWh) 

Remaining Processes 
energy consumption 
(KWh) 

ΣTotal 1,902,833 1,616,408 286,424 

Table 4 Electricity cost data in Egypt [10] 

Amount Emissions Price 

Electricity specifications in Egypt 1 (kWh) 0.55 kg CO2 1.55 EGP/ KWh

consumed by the induction furnaces, which are essential for melting the iron used 
in the casting process. This indicates that approximately 85% of the total energy 
consumption was dedicated to the core activity of molten iron production, under-
scoring the energy-intensive nature of this stage. The remaining 286,424 kWh of 
energy was utilized across other aspects of the production process, including the 
operation of casting lines, machining, finishing processes, and facility maintenance. 
Although this represents a smaller portion of the total energy use, optimizing these 
auxiliary processes could contribute to overall energy efficiency improvements. 

• Environmental and Economic Impact 

The environmental impact of the foundry’s energy consumption can be assessed 
by examining the associated carbon emissions. According to the electricity spec-
ifications for Egypt provided in Table 4, each kilowatt-hour (kWh) of electricity 
consumed results in 0.55 kg of CO2 emissions. Given the total energy consumption 
of 1,902,833 kWh, the foundry’s operations generated approximately 1,046,558 kg 
(1,046.6 metric tons) of CO2 in 2023. This substantial carbon footprint highlights the 
importance of exploring energy efficiency measures and renewable energy options 
to reduce emissions. 

From an economic perspective, the cost of electricity in Egypt is 1.55 EGP per 
kWh. Therefore, the total electricity cost for the foundry in 2023 was approximately 
2,949,392 EGP. This significant expenditure underscores the potential financial bene-
fits of improving energy efficiency within the facility. By reducing energy consump-
tion, particularly in the induction furnaces, the foundry could lower operational costs 
and decrease its environmental impact, aligning with broader sustainability goals. 

2.3 Modeling Tool 

This research aims to pursue the research objective which to offer practical insights 
customized to suit the specific requirements of SMEs, promoting their sustainability 
goals and fostering a more sustainable future through the following methodology:
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1. Assessing the current state of sustainability management in a real case SME. 
2. Determining the challenges, opportunities, and issues related to the adoption of 

sustainability practices from a managerial perspective. 
3. Proposing relevant strategies geared towards facilitating the successful imple-

mentation of sustainability practices. 

The modeling tool utilized in this research is UMBERTO® Efficiency + (version 
10.0), a sophisticated software developed by the Ifu Hamburg and commercialized 
by iPoint-systems GmbH in Germany. UMBERTO® Efficiency + is designed to 
optimize and visualize production processes through advanced process mapping, 
providing a powerful platform for analyzing material and energy flows within indus-
trial systems. This tool is particularly effective in assessing the environmental and 
economic impacts of production by incorporating detailed analysis methods such as 
Sankey diagrams, carbon footprint calculations, and cost analysis. 

One of the key strengths of UMBERTO® Efficiency+ is its ability to create highly 
accurate models of complex production systems. This is achieved by customizing the 
equations that govern the relationships between inputs and outputs at each stage of 
the production process. By defining specific parameters and variables, the software 
can simulate real-world operations with a high degree of precision, allowing for the 
identification of inefficiencies, bottlenecks, and areas where resource consumption 
can be reduced. This customization is crucial for tailoring the model to the specific 
characteristics of the production line being studied, ensuring that the results are 
relevant and actionable. 

The process mapping capabilities of UMBERTO® Efficiency + are central to its 
functionality. The software allows users to build detailed process networks that visu-
ally represent the flow of materials and energy through the system. These networks 
are then analyzed using Sankey diagrams, which provide a clear and intuitive illus-
tration of the relative magnitudes of these flows. Sankey diagrams are particularly 
useful for identifying where the most significant losses or inefficiencies occur, as 
they visually depict the distribution of energy, materials, and costs across the entire 
production line. 

In addition to material and energy flow analysis, UMBERTO® Efficiency + 
supports carbon footprint and cost analyzes, enabling a comprehensive evaluation 
of the environmental and economic performance of the production process. By inte-
grating these analyzes, the software helps researchers and industry professionals 
make informed decisions about process improvements and sustainability initiatives. 

2.4 Mapping and Optimization of Material and Energy Flows 

In this research, a detailed mapping of the current production processes was 
conducted to accurately assess material and energy consumption within the foundry. 
Figure 4 shows utilizing UMBERTO® Efficiency + software, the actual processes 
were modeled, ensuring precise quantification of all material inputs and outputs, as
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well as the associated energy consumption. This comprehensive approach enables 
a thorough evaluation of the efficiency and sustainability of the production line, the 
first step in this process involves mapping the entire material flow from the melting of 
scrap iron in the induction furnaces to the final production of ductile iron fittings and 
valves. By closely monitoring each stage, including the handling of gating systems, 
risers, sprues, rejected products, and the generation of iron shavings and other waste, 
the model provided a clear picture of resource utilization within the foundry. Once 
the material and energy flows were mapped, a Sankey diagram was employed to visu-
ally represent these flows. The Sankey diagram proved invaluable in highlighting the 
distribution of materials and energy throughout the production process, making it 
easier to detect hotspots areas where inefficiencies or excessive resource consump-
tion occur. These hotspots typically represent stages in the process with significant 
material losses, energy wastage, or high emissions.

After identifying these hotspots, targeted research was conducted to develop 
strategies for improvement. The focus was on optimizing the processes associ-
ated with the most significant inefficiencies. For instance, the research explored 
methods to reduce energy consumption in the induction furnaces, enhance recy-
cling rates of gating systems and rejected products, and minimize waste generation 
during machining and casting. This approach aimed not only at improving material 
and energy efficiency but also at reducing the overall environmental impact of the 
foundry’s operations. 

3 Results and Discussion 

This section analyzes material and energy flows to pinpoint waste and energy-
intensive hotspots. Based on these insights, targeted optimizations were introduced 
to improve efficiency and minimize waste. 

3.1 Material Flow Analysis 

The material flow analysis, represented by the green line in the Sankey diagram, 
shows that for every 1 kg of scrap, 0.966 kg of ductile iron is produced, resulting 
in only 3.35% of waste. Notably, 53% of this waste, amounting to 26 tons per year, 
originates from the three production lines. A process investigation revealed that this 
material loss is due to droplets, splashes, and broken parts during the casting process 
in these lines, which are subsequently lost during sand reclamation. Additionally, the 
remaining 47% of waste, totaling 23 tons per year, is generated during the machining 
process. Although this waste is unavoidable due to the nature of machining, it is 
managed effectively within the factory.
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Fig. 4 Actual Line Mapping
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3.2 Energy Flow Analysis 

After analyzing the energy flow (illustrated by the yellow line in the Sankey diagram), 
two induction furnaces are the primary energy hotspots, consuming nearly 85% of 
the facility’s total energy, as shown in Fig. 5. The facility’s overall energy usage is 
1,902,833 kWh per year, with the induction furnaces alone consuming 1,616,408 
kWh annually. Further investigation revealed that although the foundry is designed 
for a capacity of 400 tons per month, it typically operates at a reduced capacity, 
producing around 120 tons of molten metal monthly to meet market demands.

The furnaces generally operated 5 days a week or less, depending on demand, with 
each operational day involving 2.4 charges, resulting in 48 charges per month (2.4 
charges × 5 days × 4 weeks = 48 charges per month). The average monthly energy 
consumption under this regime was 134,784 kWh (48 charges × 2806 kWh, where 
2806 kWh is the weighted average energy per charge). This amounted to an annual 
consumption of 1,616,408 kWh under the usual operating conditions, highlighting 
the arc furnaces as significant energy hotspots that warrant close attention. 

4 Optimization Approach 

Based on the material and energy flow analyzes, enhanced by the software’s high 
transparency, key hotspots were identified, allowing for the implementation of 
targeted optimization strategies:

• Hotspot 1 (Production Lines Waste): 

To improve material flow within the cast iron foundry, the installation of a magnetic 
separator before the sand reclamation line was recommended. The primary objective 
of this installation was to recover 26,000 kg of metallic iron waste, resulting from 
droplets, splashes, and broken parts during the casting process in the three production 
lines that could be reintegrated into the production process, thereby reducing raw 
material consumption and minimizing waste. The magnetic separator was operational 
for four weeks, and the results are presented in Table 5. As detailed in the table, the 
separator consistently recovered significant quantities of metallic iron each week, 
with variations observed across the four-week period. The highest recovery occurred 
in the fourth week, with 267 kg of metallic iron reclaimed, while the lowest was 
in the second week, with 195 kg. These results underscore the effectiveness of the 
separator in capturing valuable material that would have otherwise been lost. On 
average, this approach can save approximately 925 kg per month, which equates 
to 11,100 kg annually, representing nearly 43% of the material loss from the three 
production lines.

• Hotspot 2 (Iron Shavings):
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Fig. 5 Actual Line Sankey Diagram
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Table 5 Material savings 
due to magnetic separator Week Reclaimed Metallic Iron (kg) 

1st Week 243 

2nd Week 195 

3rd Week 220 

4th Week 267

To enhance material value and maximize revenue, we proposed the classification 
of iron shavings by alloy type. Previously, the foundry sold all shavings at a uniform 
price of approximately 11,000 EGP per ton, regardless of their alloy composition. 
By classifying the shavings into specific grades namely Grey Cast Iron, Ductile 
Cast Iron, and Steel, the company was able to sell each type at its respective market 
value, significantly improving revenue. The breakdown of the shavings by type, along 
with the corresponding revenues, is presented in Table 6. This classification process 
allowed the foundry to achieve a total revenue of 329,890 EGP from the sale of 23.2 
tons of iron shavings. 

Table 7 compares the revenue generated from the classified shavings against the 
revenue that would have been earned if the shavings were sold at a uniform price 
of 11,000 EGP per ton. The classification strategy led to an increase in revenue of 
74,690 EGP. 

This classification strategy resulted in a total revenue of 329,890 EGP in 2024, 
compared to the 255,200 EGP that would have been generated under the previous 
uniform pricing strategy. This represents an increase of 74,690 EGP, which is a 
considerable gain for the foundry. The findings underscore the importance of material 
classification in maximizing revenue and optimizing resource utilization. The addi-
tional revenue generated from this approach could be reinvested into further process

Table 6 Shavings composition and revenue analysis for 2023 

Shavings Type Percentage Weight 
(tons) 

Revenue per Ton (EGP) Total Revenue (EGP) 

Grey Cast Iron 15% 3.48 11,000 38,280 

Ductile Cast Iron 78% 18.10 14,500 262,450 

Steel 7% 1.62 18,000 29,160 

Total 100% 23.2 329,890 

Table 7 Comparison of 
revenue (classified vs. 
uniform price) 

Revenue Strategy Total Weight 
(tons) 

Total Revenue 
(EGP) 

Classified Shavings 23.2 329,890 

Uniform Price Shavings 23.2 255,200 

Increased Revenue 74,690 
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Table 8 New approach (proposed) total energy per operational day 

Parameter Previous Operating System Proposed Operating System 

Operational Days per Month 20 days (5 days/week) 8 days (2 days/week) 

Charges per Operational Day 2.4 charges/day 5 charges/day 

Energy Consumption per Day 6,739.2 kwh 12,376 kWh 

Monthly Energy Consumption 6,739.2 * 20 = 134,784 kWh 12,376 * 8 = 99,008 kWh 

Annual Energy Consumption 1,616,408 kWh 1,188,096 kWh 

Table 9 The final optimized model estimated savings, 

Material (kg/year) Electricity (kwh/year) CO2 Emissions 
(kg/year) 

Cost (EGP/year) 

Total 11,000 429,312 236,121.6 665,433.6

improvements, energy efficiency measures, or other initiatives aimed at enhancing 
the overall sustainability and profitability of the foundry. 

• Hotspot 3 (Induction Furnaces): 

To optimize energy use, it was proposed to increase the number of daily charges 
to 5, as the first charge consumes 66% more energy to initiate melting. Specifically, 
the first charge requires 3640 kWh, while any subsequent charge consumes only 
2180 kWh. By increasing the number of charges and reducing operational days to 
approximately 2 days per week, this strategy aims to maximize the foundry’s unused 
capacity and concentrate energy usage into fewer, more intensive operating days. 

From Table 8 above applying the proposed approach, the annual Energy Savings: 
1,617,408 kWh - 1,188,096 kWh = 429,312 kWh. The final optimized model 
estimated savings shown in Table 9, 

5 Conclusion 

This study underscores the importance of optimizing material and energy flows in 
the foundry understudy, revealing both environmental and economic advantages. The 
material flow analysis showed that out of 1,461,000 kg of molten iron processed in 
2023, 1,356,000 kg were effectively turned into cast products, highlighting efficient 
use of materials. However, some inefficiencies were noted, including 56,000 kg of 
rejected products. While these materials didn’t directly contribute to the final product, 
they were identified as recyclable, offering opportunities for resource conservation. 
The magnetic separator has proven highly effective in minimizing material loss, 
recovering approximately 11,100 kg of metallic iron annually from a total of 23,000 
kg processed.
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On the energy front, the analysis pinpointed the induction furnaces as the main 
energy consumers, using 1,616,408 kWh out of a total of 1,902,833 kWh. This 
accounted for 85% of the foundry’s total energy use, highlighting the need for focused 
energy-saving strategies. By increasing the number of charges per day and reducing 
the number of operating days, the foundry could potentially save 429,312 kWh 
annually, cut CO2 emissions by 236,122 kg, and reduce energy costs by about 665,434 
EGP. 

The study also demonstrated the financial gains from classifying iron shavings 
by alloy type rather than selling them at a uniform price. This approach boosted the 
foundry’s revenue by 74,690 EGP in 2023, bringing the total to 329,890 EGP. 

6 Outlook 

To enhance sustainability in the industry, future efforts could focus on integrating 
renewable energy sources, particularly solar power. With high solar irradiance in 
regions like Egypt, solar energy offers a strong opportunity to reduce reliance on fossil 
fuels, leading to lower energy costs and carbon emissions. Installing solar panels to 
support energy-intensive operations, such as those involving heavy machinery or 
high-temperature processes, could result in substantial energy savings and reduce 
the overall environmental impact. This approach aligns with the broader Sustainable 
Development Goals (SDGs) and positions the industry as a leader in sustainable 
practices. 
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Achieving Sustainable Design Utilizing 
Software Programs and Tools 
in Architecture Field 

Hebatulla H. Elsharawy 

Abstract As it become crucial to save the planet, mitigate climate change, keep 
natural resources, reduce pollution, improve quality of life, and overall live in a 
sustainable environment, a great concern and big efforts are executed worldwide to 
achieve this target in all fields of life. On the other hand, there is an exaggerated devel-
opment in the computer science field and the production of software. Accordingly, 
in the architecture field and especially in the design stage vast number of computer 
programs came to duty with divergent functions. 

This paper focuses on software programs and to what extent they can generate a 
sustainable building in its design stage. This primary stage is the most important phase 
of the building life, as it can control the building behavior, assures its performance, 
and mostly secure its end of life. With a proposed design project, the paper states 
an empirical study using chosen software to extract the real role of these computer 
programs in achieving sustainable design. 

Keywords Architectural Software · Sustainable Design · Software sustainable 
potentials · Building Performance & Evaluation Tools ·Mono-function Tools ·
Comprehensive Optimizing tools · Practical Study 

1 Introduction 

Formally, recorded sustainable buildings are extremely limited. The building sector 
emits 42% of the annual global GHG1 and 40% of total energy consumption [1]. 
In addition, this field consumes enormous number of materials and resources and

1 GHG: Green House Gasses. These gases consist of carbon dioxide, methane, ozone, nitrous oxide, 
chlorofluorocarbons, and water vapor. They are mainly produced from the excessive burning of fossil 
fuels, trapping the heat near the Earth’s surface and creating “Greenhouse effect” [22] 
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delivers great construction waste. Before time, to deal with this problem the archi-
tect bears long way of estimations and various sheets of calculations. Right now, a 
remarkable number of software and their complementary tools emerge which replace 
these complexities but unfortunately, a limited number of architects use and deal with 
them. 

Accordingly, this research will review the possibility of achieving sustainable 
building design by using software programs and their complementary tools. There-
fore, the research proposes providing a bundle of software and their tools in the 
architectural design phase which will facilitate and promote achieving sustainable 
building. Through this study, it is urged that architects adopt functional software 
and their complementary tools in the design phase; as an initial step; to produce 
sustainable buildings. 

2 Software in Architecture Design 

In the beginning, 2D drawings were the only available computational technology used 
in engineering drawings. Over time, software in architecture field extends to represent 
the third dimension for simple geometric shapes and fast produce organic forms 
[2]. Accompanying dynamic development, software not only targets visualizations, 
representation, and sometimes animation, such as in: 3ds Max, SketchUp, and Rhino 
3D, but is also equipped with the true information and object specifications, such 
as in Building Information Modeling (BIM) software [3]. Due to the wide range 
of available software programs, it’s hard for Architects to specify the exact needed 
application for the required tasks Fig. 1. Software in Architecture field [4, 5]. One of 
the revolutionary software in BIM is ‘Revit’, especially when extra dimensions were 
added to it to manage time, cost, sustainability, management, energy simulation, and 
further expected dimensions [6, 7]. Remarkably, Built-in, plug-in tools, and even 
compatible stand-alone software are successively released. These auxiliaries expand 
the main program capabilities. It becomes easier to specify, collaborate, evaluate, 
detect clashes, check performance, manage, maintain, and do more tasks along the 
whole project lifecycle [8].

Although many architects and firms prefer using the main BIM software, other 
software proves noticeable capability in specific functions. Non-BIM software and 
other tools can now do definite and reasonable functions and become able to add on 
or plugged in, or even integrate with other tools to gather software professionality 
and BIM audacity. Software competitors in architecture field, such as Graphisoft 
‘ArchiCAD’, Autodesk ‘Revit’, and Bentley ‘AECOsim Building Design’ (ABD) 
extend their vision to track the project life cycle from the initial design stage till 
its end of life [4, 9]. Meanwhile, tracking has become important for software as 
a practicing tool, accordingly, computational technology has become an awesome 
requirement for the project design. Particularly, design stage is the stage that can 
identify the building lifecycle in advance. The initial design is built in 3D, then plug-
ins& add-ons tools are run for specific duties Fig. 2. Furthermore, smart converters
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Fig. 1 Software in Architecture field [4]

(such as IFC2 and COBie3 ) are utilized to continue in another stand-alone software 
[10]. The entire software systems are now ready to accomplish the worldwide target 
of sustainability.

3 Software Statistics and Market Share 

Regarding architecture field, “Revit, ArchiCAD and AECOsim” are the most used 
software among architects and professional firms of architecture worldwide. In the 
Middle East, Revit became the first software used by the participants with 24.77%, 
then Bentley 10.09%, and finally ArchiCAD was 7.11% [12]. In its “10th Annual 
Report” the National BIM Library (NBS) stated that “Autodesk Revit” has nearly 
gained half the market share, and it is spreading fast. It achieved approximately 10% 
increase in market share in one year [13, 14].

2 IFC: International Foundation Class. It is a neutral platform, that can be read and edited by any 
BIM software to enhance their interoperability [21, 20]. 
3 COBie: Construction- Operations Building information exchange. It is a standard which defines 
information about assets used in a project, to help in documenting data for BIM process. These data 
can be found in.CVS or.XLS files [10]. 
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Fig. 2 Project life cycle through BIM [11]

4 Software Sustainable Potentials 

The paper studies the three software “Revit, ArchiCAD and AECOsim” software: 
general data, evolution, and generic potentials, Interface facilities, collaboration and 
technical interoperability, input options, and output forms and formats. The study 
reveals that the three main design software mostly share in achieving sustainability 
targets. Each software goes in a specific scenario to fulfill sustainability require-
ments in the whole project life cycle. Particularly, their compatible “plugin, add-
on and compatible standalone programs” are playing a significant role in getting 
sustainability starting from the design stage. These compatible tools -whether they 
are specific or comprehensive work for definite functions such as: enhancing building 
performance, optimizing energy consumption, reducing environmental impact, and 
more. 

The study also stated that there are common sustainable issues for software used 
in the architecture field. In addition, few of them go further in more specific issues 
related to sustainability.
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4.1 Common Sustainable Issues 

Software in architecture field promotes sustainability’s main pillars (Environmental, 
Economic, and Social), and shares in the following [15]:

• As an initial stage, they generate conceptual models, analyze the climatic effect, 
test form efficiency, improve the design, and get proficient design.

• They work in a real climatic data source such as: “ASHRAE, StruSoft Climate 
Server, etc.” and consequently get actual improvement feedback to the design.

• The final produced 3D model with its final level of development in the design 
stage gives precise details, save time, money, and effort. Furthermore, it avoids 
redesigning ambiguous parts of the project from the beginning.

• The availability of working in one platform and upon one model from all the 
design contributors (Architects, structure engineers ‘RC, steel, and prefab’, MEP, 
etc.) assures design integrity and avoids participants’ conflict.

• Submitting a visualized 3D model with realized rendered material of the designed 
project can satisfy client desire and escape confusion.

• The precise description of the used materials, their quantity, manufacture specifi-
cation, and suppliers help in identifying the whole project cost, and respectively 
the project viability to the owner.

• The varieties of outputs from different software—between: 2D “plans, elevations, 
etc.”, 3D “whole project model, technical connection and specific details”, bill of 
quantities, time schedules, and even an animated model—ensures compatibility 
and accuracy of all project documents in the design and post-design phases.

• In general, software allows output compatibility, which makes it flexible to 
produce free, fluid, and complex forms in one platform afterward they fulfill 
the design requirement in another one.

• Architecture software has the availability to export their files to “smart converters” 
(such as IFC, gbxml, etc.), which in return makes benefits of other software and 
tools. This maximizes applying sustainability functions when transferring the 
design among defined software. 

4.2 Specific Sustainable Issues 

Some software programs directly deal with these issues within its platform. While 
other software programs need integrated tools to perform the required tasks. Accord-
ingly, a study of the available software shows immense potential and a wide range 
of specific functions that can serve definite sustainable points [15] such as:

• Analyzing heating and cooling loads.
• Optimizing heating and cooling systems.
• Reduce energy consumption to the minimum.
• Suggest solutions to increase design performance.
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• Assure using certified green materials according to the criteria of “Environmental 
Product Declaration” (EPD)

• Control ozone depletion and greenhouse gas emissions.
• Assess the life cycle of the material and prevent environmental impact.
• Check conflict between MEP, structure, and architecture objects.
• Analyze environmental and climate effects on the design objects (walls, floors, 

roofs, and curtain walls.
• Consider topography, landscape, parking areas, etc. to get the minor climate 

precisely.
• Analyze solar radiation, adjust orientation, and calculate PV panels.
• Enhance passive design scenarios.
• Improve and deliver “Complement” natural light solutions.
• Distribute lighting units and calculate their efficiency.
• Integrate Green materials and products library.
• Identify the design progress due to LOD for different simulation purposes.
• Unify a wide range of tools, to do specific functions.
• Adapt some of the sustainability aspects for the green building rating system (such 

as: LEED).
• Practice “Hyper Reality” tools to give further possibility for client and society 

satisfaction. 

5 Software Complementary Tools 

Evaluation tools are used as “Plugins, Add-ons or Standalone” tools for main soft-
ware. These tools are diverse and available in vast numbers, for example, Autodesk 
Inc. issued hundreds of plugins, add-ons, and standalone tools that extend main soft-
ware potentials and cover wide range of requirements in several fields. Particularly, 
Microsoft produced and supported more than seventy tools to improve the building 
design performance and sustainability. Subsequently, building performance and eval-
uation tools are divided into direct and indirect tools relevant to their contribution 
and their definite task [16]. 

These complementary tools are also divided into two types which are “Mono-
Function Tools” and “Comprehensive Optimizing Tools”. Some tools are responsible 
for one specific task, whereas others work for several collective tasks Fig. 3.

5.1 Mono-Function Tools 

“Mono-function tools” are classified into three function fields, which regard the 
whole building and its components, external factors, and indoor spaces. The first 
field of functions that concern the whole building and its components dealing with 
Life Cycle Assessment, Passive design, Wind Simulation, Energy Consumption, Fire
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Fig. 3 Division of 
simulation complementary 
tools (author)

So�ware 
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Resistance, and Level of Development (LOD). The second field of functions targets 
external factors including Noise, Thermal Performance, and Green Communities& 
Buildings. The third field of functions focuses on indoor spaces introducing Interior 
Lighting, Heating and cooling systems, and Electrical loads [17]. 

5.2 Comprehensive Optimizing Tools 

On the other hand, Comprehensive Optimizing tools are considered milestones of 
achieving sustainability in the building field. They play a key role in architec-
tural design phase to avoid inefficiencies of the building along all its phases. The 
most common comprehensive tools in the building performance field are: Green 
Building Studio, Sefaira, IES VE, Insight 360, Design Builder, eQUEST, and FormIt 
(Ecotect & Vasari). Generally, Comprehensive optimizing tools are categorized 
according to their interoperability with their compatible main software programs 
or their commercial producers [18, 19]. 

Six of the optimizing tools: Insight, Green Building Studio, Ecotect, IES VE, 
eQuest, and Sefaira are compared. The six tools are compatible with REVIT software. 
The study indicates that the considered tools optimize the design performance with 
some factors such as energy, passive& active solutions, resources, emissions, and 
others. All factors analyze the building’s performance in the design stage and intensify 
its sustainability in its upcoming lifecycle stages [15]. 

Although comprehensive optimizing tools are different in dealing with specific 
factors, they analyze the following aspects such as: contribute to managing, energy, 
passive and active solutions, resources, emissions, and others by one or more factors. 
In the energy section and by applying hybrid tools, a complete analysis is performed, 
energy consumption, cost, and total amount of energy are calculated, and the energy 
star scoring is determined. For passive design, some factors can be analyzed such as 
Natural Ventilation, Thermal Performance, Shadows and Reflections, Daylighting 
Tracker, Shading Design options, Infiltration Treatments, Orientation Suggestions, 
Weather and Solar Radiation studies, and the potential of daylighting credit. Addi-
tionally, active solutions are considered by these tools to calculate wind energy, 
photovoltaic installations, and suppose renewable energy plans. The last section
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of the comprehensive optimizing tools accommodates the analysis of: Carbon-
Emissions Rates, Water Use Amount, Visual Impact Representation, Acoustic Anal-
ysis, HVAC Alternatives, User Operating Schedules, Lighting Efficiency, and Plug 
Loads Counting. As a result, the project design can benefit from all factors if hybrid 
tools are applied [15]. 

Overall, Complementary tools delve into specific functions to optimize the 
performance and enhance the sustainable architectural design. 

6 Empirical Study 

In this part, the research evaluates the role of software programs in achieving sustain-
able design. The chosen software and tools in this study are “Climatic Consultant, 
Revit, and Insight” Fig. 4. The practical study concentrates on designing a twin villa 
in New Capital City, as this typology consumes huge amount of energy and releases 
emissions. The design process goes through successive steps as follows: 

6.1 Suggest Passive Design Solution 

The design process begins by applying Climatic Consultant program to suggest 
general passive solutions for the project prototype. In this step, the most convenient 
solutions are selected to be applied in the proposed design such as cross ventilation, 
adding outside planting area, using shades and light color materials in facades, and 
more Fig. 5.

6.2 Planning and Build the 3D-Model for Design Prototype 

In this step, the design sketches are prepared, then the proposed design prototype is 
built in “REVIT” software. All building elements are built with their real dimensions

Climate Consultant tool Revit software Insight tool 

Fig. 4 Software and tools used in practical study 



Achieving Sustainable Design Utilizing Software Programs and Tools … 209

Planting solution to reduce the heat gain Cross Ventilation 
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Summary of the suggested Design Solutions, 
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Fig. 5 Climatic consultant passive solutions (author)

and materials in their exact position. Ground, Typical, and Roof floor layers are spec-
ified. Exterior and Interior wall layers are chosen. Structural columns are determined 
in accordance with material, dimensions, and distribution. Structural stairs are also 
calculated and built in the model. Doors, windows, plumbing fixtures, and electrical 
lighting & Chandelier are added to the 3D model Fig. 6.

After fulfilling the stage of building the 3D model and completing all needed 
information, the model becomes a source of data and set for multiple outputs. In 
addition to the ability to walk through the model by using the suitable complementary 
software tools, working drawings with all specific details are available for printing. 
“Bill of Quantities (BOQ)” as well as specification tables of all the design elements
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Fig. 6 Proposed design (author)

and components are applicable Fig. 8. The overall cost of the project is produced 
and revised to achieve great extent of accuracy. The used software tracks shade and 
shadows along the 24h of the day and reports the amount of daylight that penetrates 
through the openings of each façade, regarding short, medium, and long sun paths 
in different seasons Fig. 7. 

Fig. 7 Daylighting and shadows analysis (Author)
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Fig. 8 Structural column detailed schedule (Author) 

6.3 Improving Design Performance 

Regarding simulating solar paths and tracking building shadows within the plat-
form of Revit, the initial design of the prototype shows essential need for using 
shading elements for the west façade. While east and south facades demand conve-
nient shading elements. Solar loads are also tested, and shading pergolas are proposed 
to modify heavy loads. The amount and ratio of natural lighting inside the space is 
checked and as a result areas of windows are adjusted. Heating and cooling loads 
are calculated for each surface and space Fig. 9. Peak of cooling and peak of heating 
are identified to be managed upon further solutions. 

sisylanAraloS)remmuS(noitalumishtapnuS 

sisylanAgnithgiLsisylanAgnilooCdnagnitaeH 

Fig. 9 Main program analysis output (Author)
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Fig. 10 Final adopted scenario_ cost and energy consumption (author) 

6.4 Control Energy Consumption and Cost 

After fulfilling the analysis and applying the suggested solution in the previous 
step, energy consumption and cost take place within the complementary tool 
“Insight”. This software applies “Ashrae 90.1 and Architecture 2030 codes and 
standards” to produce different scenarios reducing energy cost& consumption. The 
tool works automatically on the improved 3D-Model, where calculations for energy 
consumption and cost depend primarily on the “mean value” concept Fig. 10. 

The practical study in this step goes through several scenarios by adjusting the 
software widgets to different alternatives: actual 3D-model scenario, Net Zero Energy 
(NZE) scenario, and Author adjusted scenario. The actual 3D Model scenario repre-
sents the real data extracted from the 3D model. While the NZE scenario shows 
the possible targets that can be reached within the 3D model. From both scenarios, 
the Author’s final adjusted scenario targets fulfilling the best achievable outcomes. 
In these three scenarios Insight tool gives detailed cost and energy consumption 
calculations for the following widgets: Plug load efficiency, Operating schedule 
time, Lighting efficiency, HVAC types, Roof construction kinds, windows to wall 
ratio for the four facades “north, east, west, and south”, the construction layers of 
roof and walls, building orientation, types of glass for windows, shading elements, 
Daylighting & occupancy controls, infiltration, and finally PV. “Panel efficiency, 
Payback limit, Surface coverage”. After running the program and getting results, the 
“author adjusted solutions” presents the best scenario with (-0.11 USD/m2/ yr.- for 
energy cost) and (29.8 kwh/m2/yr.- for energy consumption). The adjusted scenario 
saves 5.91 USD/m2/ yr. in cost, and 108.2 kwh/m2/yr. in energy consumption Fig. 11.
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Fig. 11 Default and final adopted scenarios_ cost & energy consumption results 

7 Discussion and Findings 

The paper studies reveal that software programs have noticeable potential in 
producing sustainable designs and promoting sustainability pillars (Environmental 
and Economic), while social pillar depends mainly on the design and user satisfac-
tion. They offer design projects in real climatic data, avoid wasting time, money, and 
effort, or even go into a loop of redesigning. Using software in the design process 
offers working in one platform from all contributors, avoids conflict, confirms client 
satisfaction, and assures accuracy in cost, quantities, specifications, and furthermore. 
Software through their complementary tools, are also dealing with analyzing and
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optimizing heating and cooling loads, reducing energy consumption and cost, calcu-
lating PV panels needed, distributing lighting units, and calculating their efficiency, 
even software adapts sustainability aspects for the green building rating system 
certification. 

On the other hand, the practical part of the study proves that software contributes 
to achieving sustainable design. This contribution varies between direct contribution 
and indirect support for sustainable criteria, where the latest refers to the design 
solutions itself. Some sustainable design criteria such as social criteria are difficult 
to be evaluated or improved depending on software. Transferring from one software 
to another in this practical study shows incomplete interoperability between the three 
used programs in addition to the different building standards used in each of them. 
Overall, the practical results verify the previous results of study regarding the strong 
contribution of software in achieving sustainable design. 

The prototype design went through several stages of modification and improve-
ment to get sustainable design. The design of the prototype begins with managing 
orientation and applying passive solutions offered by the first climatic software. The 
second software in addition to the build 3D-model and all benefits associated with 
it, improves the design by adding shading elements to the roof and facade openings 
depending on simulating solar path, tracking model shadow, and projecting solar 
load on roof. It also modifies opening size after checking the amount of penetrating 
natural light inside the proposed design, then it sets HVAC calculations. The third 
complementary software deals directly with specific sustainability issues. It gives 
several solutions to adjust the design automatically, then it allows user to modify 
the examined issues. The result of using this software is enhancing the performance 
of the design and minimize energy and cost consumption. (–0.11 USD/m2/ yr.- for 
energy cost) and (29.8 kwh/m2/yr.- for energy consumption). 

Finally, the paper concludes that there is a great contribution of the used software 
in achieving sustainability and improving the design performance during its early 
stages. They also can enhance the design to match the requirements of green and 
sustainable rating systems. 
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Abstract This study empirically investigates the use of GitHub Copilot in devel-
oping energy-efficient software and the associated trade-offs. We compare the energy 
consumption and performance of human-written code to (i) the human-written code 
optimized by using GitHub Copilot, and (ii) code generated by GitHub Copilot. A 
set of 15 programming scenarios is used to test our hypothesis. GitHub Copilot 
is prompted for energy-efficient solutions. Our results demonstrate that GitHub 
Copilot-generated code can achieve significantly lower energy consumption when 
optimized, without compromising code quality. The study did not find statistically 
significant differences in energy consumption compared to human-written code. 
However, it highlights the potential of AI-assisted coding tools such as GitHub 
Copilot for developing energy-efficient software and the importance of explicitly 
prompting for energy consumption. 

Keywords Software development · Sustainability · Green coding · Energy 
consumption · GitHub Copilot · AI-generated · AI-assisted 

1 Introduction 

Software development is continually evolving with technological advances and 
industry changes. The rise of AI-powered developer tools, such as GitHub Copilot, 
is revolutionizing how developers write code.1 

1 https://clickup.com/blog/software-engineering-trends/.
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Traditionally, developers used techniques like pair programming to enhance code 
quality. Although pair programming improves code quality, it requires synchronous 
collaboration, making it difficult to scale [2]. GitHub Copilot builds on this by 
offering AI pair programming [4], which directly assists developers by generating 
code snippets, providing context-aware suggestions, and accelerating development 
workflows. This tool aims to boost productivity and democratize coding exper-
tise [20]. According to Stack Overflow’s 2023 survey of 90,000 developers and 
technologists, 44% have integrated AI tools into their workflow, with 83% using 
them mainly for code generation [19]. 

The rise in society’s digitalization has increased the demand for computing 
resources, leading to high energy consumption and carbon emissions [23]. Given 
the growing environmental concerns, optimizing software energy use has become 
crucial. A major challenge in developing energy-efficient software is to minimize 
energy consumption while maintaining functionality [17]. 

To build energy-efficient software, techniques such as parallel and approximate 
programming, static source code analysis, efficient data structures, energy-efficient 
coding practices, and specific programming languages are being used [3]. Energy-
efficient software not only contributes to reducing the carbon footprint, but also has 
the potential to enhance the performance of computing systems. Hence, the pursuit 
of energy consumption in software design and implementation has become a critical 
objective for developers, organizations, and society. 

While the impact of the GitHub Copilot on productivity is a subject of ongoing 
investigation [15], its influence on other aspects, particularly energy consumption, 
remains largely unaddressed. Existing studies on the use of GitHub Copilot and 
other AI in software development have a primary focus on code quality [24] and 
functionality [10], overlooking the energy implications of the developed piece of 
software. 

Within this context, this research seeks to explore the intersection of GitHub 
Copilot-generated code and energy-efficient software, aiming to uncover novel path-
ways for AI-driven tools in supporting sustainability efforts in the Information 
Technology industry. 

To achieve this goal, we hypothesize that GitHub Copilot can significantly 
contribute to the development of energy-efficient software by suggesting code opti-
mizations that reduce energy consumption. By exploring this potential, this study can 
provide insights and practical guidance to software developers seeking to create more 
sustainable applications. To achieve this, we define the following research questions 
(RQs). 

RQ1: How does the energy consumption of code generated by GitHub Copilot 
compare to human-written code? 

RQ2: To what extent (in terms of percentage change) can GitHub Copilot reduce 
the energy consumption of human-written code, when prompted? 

RQ3: What trade-offs exist between code quality, performance, and energy 
consumption, when employing GitHub Copilot?
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We answer these RQs by designing and executing an experiment to compare 
the trade-offs between different metrics for performance, code quality, and green 
software. 

2 Related Work 

GitHub Copilot represents a significant advancement in code completion tools, 
offering developers intelligent suggestions and context-aware recommendations. 
This overview of related literature explores the impact and effectiveness of GitHub 
Copilot in various scenarios, with a particular focus on its implications for 
energy-efficient software. 

2.1 GitHub Copilot and Energy Efficiency 

The work by Vartziotis et al. [22] directly addresses the use of Large Language 
Models (LLMs), such as GitHub Copilot, in creating code that optimizes energy 
consumption alongside functionality. Their framework for measuring ‘green code 
capacity’ is particularly relevant, providing a foundational approach that aligns with 
the focus of this research. Thus, their study serves as a baseline for understanding 
how AI-driven code suggestions could be geared toward more sustainable software 
practices. 

While not directly focused on AI-assisted development, Lago et al. [8] offer  a  
comprehensive review of metrics for green software, including energy consumption, 
among other factors. 

However, the existing literature lacks an evaluation of the trade-offs between 
energy consumption and other software qualities when using GitHub Copilot. This 
research aims to bridge this gap by systematically analyzing the impact of Github 
Copilot on energy consumption while also considering technical factors. 

2.2 Code Quality and Energy Efficiency 

Imai [6] compares the effectiveness of GitHub Copilot in code development to tradi-
tional pair programming. The study reveals that while GitHub Copilot facilitated 
faster development, it often resulted in lower code quality. A tool that increases devel-
opment speed may still require additional debugging and refactoring later, which can 
indirectly increase energy consumption, as outlined by Ournani et al. [12]. This indi-
cates that AI-based suggestions may not consistently optimize code quality, leading 
to code smells, which could indirectly influence energy efficiency [13].
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Yetistiren et al. [24] and Nguyen and Nadi [11] discuss the correctness and consis-
tency of GitHub Copilot’s code suggestions across various programming languages. 
Although not directly addressing energy efficiency, Yetistiren et al. provide insights 
on the importance of considering code quality. This underscores the importance of 
considering code quality when assessing the impact of GitHub Copilot on energy 
efficiency. The findings of Nguyen and Nadi highlight potential inconsistencies 
that could lead to less optimized, or more energy-consuming, code, stressing the 
importance of considering code quality in discussions about energy efficiency. 

2.3 Technical and Environmental Considerations 

Pareira et al. [16] investigate the relationship between energy consumption, execu-
tion time, and memory usage in different programming languages. Understanding this 
relationship is crucial for analyzing the impact of GitHub Copilot on energy consump-
tion, since the language chosen for the code generation process may inherently 
influence these factors. 

Siavvas et al. [18] explore the potential connection between software security 
and energy consumption. They suggest that security vulnerabilities can sometimes 
lead to increased energy consumption. Furthermore, Pearce et al. [14] highlight 
potential security vulnerabilities that can be introduced through GitHub Copilot code 
suggestions. Thus, this may lead to increased energy use if additional computational 
resources are required to manage these risks. 

Existing literature emphasizes the need for a holistic approach that considers trade-
offs between environmental (energy consumption) and technical (code correctness, 
security, etc.) metrics when evaluating the impact of GitHub Copilot. 

While Vartziotis et al. focus on the green capacity of code directly generated by 
LLMs, our work takes a different approach. Instead of evaluating the sustainability 
of AI-generated code, we concentrate on optimizing existing human-written code for 
sustainability through AI. This shift in focus allows us to leverage the strengths of 
human problem-solving and AI optimization. By introducing a sustainability metric 
optimization condition, we aim to bridge the gap between human code and AI-driven 
optimization, exploring the potential for significant sustainability improvements in 
existing software systems. Our approach differs from previous studies [22] that 
mainly focused on the green capacity of AI-generated code, offering a new perspec-
tive on the intersection of AI and sustainable software development. With this study, 
our aim is to explore how GitHub Copilot influences the energy consumption of the 
software it helps to develop, considering potential trade-offs.
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3 Study Design and Execution 

3.1 Research Approach 

We employ an empirical approach to assess the impact of GitHub Copilot-generated 
code on energy consumption compared to human-written code. This enables the gath-
ering of robust and quantifiable data to objectively assess the energy consumption of 
software developed with GitHub Copilot, thus directly addressing the research ques-
tions mentioned previously. We provide the data and code as a replication package 
online [21]. 

3.2 Data Acquisition 

We leverage the publicly available HumanEval dataset [7] as a source of program-
ming problem statements and their human-written solutions. The solutions provided 
are in Python. Related work shows that Vartziotis et al. [22] uses the top 0.05% Leet-
Code submissions as a baseline, the use of the publicly available dataset HumanEval 
was more optimal due to its diverse range of problems, mimicking real-world coding 
scenarios. To ensure a representative sample for analysis, the data set was cate-
gorized into three different types of problems: string manipulation, mathematical 
operations, and data structure and algorithms. We selected five problems within 
each category, resulting in 15 problems for evaluation. This approach ensures a 
representative sample while maintaining consistency with prior research methodolo-
gies [22]. The stratified random sampling approach aims to maintain a balanced repre-
sentation of problem types, minimizing potential bias in the evaluation of GitHub 
Copilot’s performance. The selection criteria prioritize problems with varying levels 
of complexity, measured using cyclomatic complexity, to offer a comprehensive 
assessment of GitHub Copilot’s capabilities across the spectrum of coding tasks 
encountered in real-world development. In this study, we use a small data set that may 
not capture real-world programming task variability. Future studies could expand the 
scope by incorporating a larger and more diverse set of problems, potentially from 
other datasets or domains. 

3.3 Experiment Design 

We designed our experiment to compare human-written code, GitHub Copilot-
generated code, and human-written code optimized by GitHub Copilot (see Fig. 1). 
We use the HumanEval dataset [7] as a source of programming problem statements 
and their human-written solutions as code. We used three versions of the code for the 
experiment. (i) Human-written code, (ii) GitHub Copilot-generated code based on
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Fig. 1 Experiment design 

the problem statements from the HumanEval database, and (iii) Human-written code 
optimized by GitHub co-pilot by prompting it to generate an energy-efficient solu-
tion. These three versions of code are evaluated using metrics such as time, energy 
consumption, CPU usage, and RAM usage. Finally, hypothesis tests (for RQ1 and 
RQ2) compare the performance of human-written code, GitHub Copilot-generated 
code, and optimized human-written code across these metrics. Figure 1 shows our 
study design. 

Hypotheses We present the hypotheses for both RQs to guide our experiment. 
Hypothesis for RQ1 To answer RQ1, we compare the average energy consump-

tion of human-written code with GitHub Copilot-generated code. We aim to deter-
mine whether there is a statistically significant difference in energy consumption 
based on the code’s source. To test this, a null hypothesis is established that asserts 
that there is no statistically significant difference in the average energy consumption 
between the two code origins (Human-written and GitHub Copilot-generated) 

H0 : µhuman = µCopilot 

The alternative hypothesis is a two-tailed hypothesis asserting that there is a statisti-
cally significant difference in the average energy consumption between the two code 
sources 

H1 : µhuman �= µCopilot
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Hypothesis for RQ2 To answer RQ2, we assess whether explicitly requesting 
energy-efficient solutions from GitHub Copilot improves the energy consumption of 
the generated code while maintaining overall quality and performance. It compares 
the energy consumption of human-written code (initial) to that of human-written 
code optimized by GitHub Copilot for energy consumption (optimized). 

The null hypothesis tests whether there is no statistically significant difference in 
the average energy consumption between the two code sources (Human-written and 
optimized Human-written) 

H0 : µinitial = µoptimized 

The alternative hypothesis is a one-tailed hypothesis that suggests the mean energy 
consumption is statistically significantly lower for the code generated by the 
optimized human-written solution than for the initial Human-written solution 

H1 : µinitial > µoptimized 

3.4 Code Generation 

We activate the GitHub Copilot code suggestions by adding each problem’s task 
description from the HumanEval dataset’s prompt property as a comment within 
the code. This prompts Copilot to recommend code snippets to solve the tasks. 
Human-written solutions from the canonical_solution property are placed in 
Python files containing the function definition from the prompt. The files are named 
according to the task number, with _human added for human-written solutions and 
_human_opt for optimized versions. 

We used a single prompt “Make the code as energy-efficient as possible” to ensure 
consistency in the optimization approach throughout the experiment. We run unit tests 
using the test property from the HumanEval data set to ensure the correctness of 
the generated solution. We collect the initial human-written code and the optimized 
final code generated by Copilot for further analysis and provide the data in the online 
replication package [21]. 

The initial human-written code along with the final versions of the GitHub Copilot-
generated code and the optimized human-written code are collected for further 
analysis. We provide the data in the online replication package [21]. 

3.5 Experimental Setup and Measurement 

We generate code within a controlled environment to isolate the runtime environ-
ment and ensure that the suggestions of GitHub Copilot are contextually relevant.
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The development environment is configured within a controlled server environ-
ment on a GL2, SuperMicro 813M-4 server, Intel(R) Xeon(R) CPU E3-1231 v3 
@ 3.40GHz 8vCPUs, 32GB RAM, and Ubuntu 22.04 operating system. To ensure 
an appropriate standardized environment, we followed phases 2 and 3 of Mancebo 
et al.’s work [9], ‘Measurement Environment Setting’ and ‘Measurement Environ-
ment Preparation’. We meticulously measure the energy consumption for initial 
human-written code, initial GitHub Copilot-generated code, and GitHub Copilot-
optimized human-written code. This comparison among different versions addresses 
RQ1 and quantifies the effectiveness of energy-efficient prompting for RQ2. 

3.6 Measurement of Metrics 

We perform metric measurements to evaluate the trade-offs between code quality, 
performance, and energy consumption. 

Code Quality. We evaluate the quality of the code using the cyclomatic 
complexity of the code and the maintainability index using Radon.2 We chose Radon 
because it runs seamlessly within the Python environment without requiring special 
adaptations and does not introduce additional runtime overhead that could affect 
energy consumption measurements. The command $ radon cc filepath -s 
shows the complexity score along with its rank, ranging from A (low risk) to F (very 
high risk). The command $ radon mi filepath displays the maintainability 
index score, where a score greater than 20 indicates very easy maintenance and a 
score below 9 indicates very hard maintenance. 

Code Performance. Performance metrics include execution time, memory, or 
resource usage. The deterministic profiling tool cProfile, a built-in Python module, 
precisely measures the execution time of each function call, providing accurate data 
on the performance bottlenecks of the code. In comparison to other profiling tools, 
it has a relatively low overhead, minimizing any interference with the code’s energy 
measurements. 

Green Metrics. We assess the environmental impact of the code using a selection 
of green metrics described by Lago et al. [8] and elements from the Green Soft-
ware Measurement Model (GSMM) [5]. The chosen metrics are Execution Time, 
Energy Consumption, CPU Usage, and RAM Usage. Ten sample runs are executed 
for each green metric to account for potential variations, ensuring the reliability of 
the measurements. 

We measure Execution time using perf, a performance analysis tool for Linux 
environments, and the time module, a Python utility that measures execution time. 
We perform multiple runs and compute the average execution time to ensure accuracy 
and mitigate variability in execution time measurements. 

We measure Energy Consumption by profiling the execution of code using perf, 
in particular, the power/energy-pkg/ event. This reflects the system-wide

2 https://radon.readthedocs.io/en/latest/. 

https://radon.readthedocs.io/en/latest/
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energy use. To mitigate the sensitivity of the tool in measurement, the minimization 
of background tasks and repeated code executions is performed. 

We measure CPU Usage using perf allowing for monitoring CPU Usage for the 
running process. The average CPU usage percentage over multiple sample runs is 
captured to ensure accurate measurement. 

We measure RAM Usage during code execution using the memory analysis tool 
tracemalloc. The peak memory usage, or the average memory usage across 
multiple runs, is obtained through the get_traced_memory() function and is 
documented for consistency. The tracing begins before the code is run, outputting 
the peak memory usage in bytes after it is completed. 

4 Results and Discussion 

In this section, we analyze the evaluation results in different code samples. We 
present the results for each hypothesis test for each RQ. First, we compare the green 
metrics for the GitHub Copilot-generated code and the human-written code. Second, 
we explore potential improvements within the human-written code by using GitHub 
Copilot’s assistance. Lastly, we discuss the implications of using GitHub Copilot, 
considering multiple factors beyond energy consumption. 

RQ1: How does the energy consumption of the code generated by GitHub 
Copilot compare to human-written code? 

In addressing RQ1, we conduct a comparative analysis of the energy consumption 
between GitHub Copilot-generated code and Human-written code. Table 1 shows the 
average values of the metrics obtained from multiple sample runs. 

The Shapiro-Wilk normality test indicates that the energy consumption for human-
written code was not normally distributed, necessitating a non-parametric approach. 
Thus, statistical analysis is performed using the Mann-Whitney U test. This test 
revealed a U-statistic of 146.5 and a p-value of 0.1636. These results do not indicate 
statistically significant differences in energy consumption, at the significance level 
10%, between the two types of code. 

For this analysis, a significance level 10% was selected due to several considera-
tions. Given the exploratory nature of this study, a less stringent criterion is appro-
priate. This allows for the identification of potential trends and preliminary insights. 
Additionally, the small sample size, consisting of only 15 programming problems,

Table 1 Green metrics: human-written code versus GitHub copilot-generated code 

Green metric Human-written code GitHub copilot-generated code 

Execution time 87.06 s 59.39 s 

Energy consumption 0.41 J 0.32 J 

CPU usage 0.31% 0.53% 

RAM usage 1.74E-06% 1.76E-06%
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Fig. 2 Energy consumption

requires a more flexible threshold to account for the increasing risk of false negatives. 
This approach provides a more flexible threshold for detecting possible differences 
in energy consumption. 

However, the descriptive statistics showed that in 7 out of 15 problems, the GitHub 
Copilot generated code was more energy efficient than the Human code written, as 
shown in Fig. 2a and b. 

Although GitHub Copilot-generated code generally shows improvements in 
Execution time and energy consumption, the differences are not statistically signifi-
cant with our sample size. This finding suggests that while not statistically significant, 
there is a trend towards reduced energy consumption in code generated by AI tools 
like GitHub Copilot. 

We did not perform statistical significance tests at the task level but observed 
significant variations in energy consumption across tasks. In the future, we aim to 
explore task-level significance testing to determine if these variations are statistically 
meaningful. 

RQ2: To what extent (in terms of percentage) can GitHub Copilot reduce the 
energy consumption of human-written code when prompted? 

To answer RQ2, we compare the energy consumption between the initial human-
written code and the GitHub Copilot-optimized human-written code. Table 2 shows 
the results. The Mann-Whitney U test reveals a U-statistic of 138.5 and a p-value of 
0.288. With a p-value of 0.288, greater than the significance level of 10%, we cannot 
reject the null hypothesis. This indicates that there are no statistically significant 
differences in energy consumption between the initial human-written code and the 
GitHub Copilot optimized code at the significance level 10%. 

Despite this, the data showed improvements in energy consumption in several 
cases. In particular, the optimized Human-written code consumed an average of 
18% less energy, as seen in Fig. 3, than its initial counterpart. In 9 out of 15 prob-
lems, the energy consumption of human-written code was significantly reduced after 
optimization with GitHub Copilot, as shown in Figs. 2a and 4. Although GitHub
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Copilot can optimize code for a reduction in energy consumption, the degree of 
improvement may vary depending on the specific problem. 

RQ3: What trade-offs exist between code quality, performance, and energy 
consumption, when employing GitHub Copilot? 

To answer RQ3, we analyze the trade-offs between code quality, performance, 
and energy consumption when GitHub Copilot is used. To assess these trade-offs, 
the established metrics mentioned above are utilized. 

Code Quality One of the key metrics analyzed regarding code quality is cyclo-
matic complexity. The results indicated that every function generated by GitHub 
Copilot received an ‘A’ rank, which indicates low complexity. This highly indicates 
the code produced by GitHub Copilot is straightforward to understand, indicating 
high code quality. 

The maintainability index was also assessed. The results showed that again, all 
programs achieved an ‘A’ rank, signifying that the code generated by GitHub Copilot 
is highly maintainable. 

This suggests that the use of GitHub Copilot does not introduce additional 
complexity or maintenance burden. Thus, this can alleviate concerns that opti-
mizing for energy consumption or performance might lead to more complex and 
harder-to-maintain code. 

The code generated by GitHub Copilot is not only simple but also easy to maintain. 
The low complexity and high maintainability ensure that the code is less prone to 
errors and easier to modify, supporting long-term sustainability and ease of use. 

Performance Due to cProfile performing at optimum when the code’s execution 
time is fairly long, the tool was not able to be used effectively due to smaller code

Table 2 Green metrics: human-written code versus human-written optimized code 

Green metric Human-written code Optimized human-written 

Execution time 8.71E+10 s 5.94E+10 s 

Energy consumption 0.41 J 0.3373 J 

CPU usage 0.31% 0.25% 

RAM usage 1.74E-06% 1.76E-06% 
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Fig. 3 Comparison of average energy consumption of initial human-written and optimized human-
written code
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Fig. 4 Individual energy consumption of optimized human-written code

snippets. Instead, the focus shifted to comparing Execution time, CPU Usage, and 
RAM Usage to evaluate performance. 

Performance analysis of previously mentioned metrics reveals significant findings 
reflected in Fig. 5a, b, and c. Although GitHub Copilot-generated code generally 
utilized a high CPU and slightly higher RAM, it exhibited markedly faster execu-
tion times compared to human-written code. The trade-off here indicates that while 
GitHub Copilot can produce faster code, it does so by employing more computational 
resources. However, further analysis is needed to determine whether specific types 
of inefficiencies contribute to Copilot’s performance optimizations. 

Fig. 5 Comparison of human-written code and GitHub copilot-generated code



Investigating the Use of GitHub Copilot for Green Software 231

4.1 Summary 

We summarize the results of all RQs and present insights for practitioners who wish 
to include GitHub Copilot in their development workflow. 

GitHub Copilot-generated code achieves faster execution times, an advantage for 
applications where performance and responsiveness are critical. 

The performance gain is primarily due to the optimized use of CPU resources, 
enabling more efficient processing and quicker execution of tasks. Although the 
increase in CPU usage is notable, this trade-off is often justified by the substantial 
reduction in execution time. 

GitHub Copilot-generated code consistently demonstrates lower energy usage 
compared to human-written code. 

This reduction in energy consumption contributes to the development of more 
sustainable software, aligning with the growing emphasis on energy consumption 
in the technology industry. As energy costs and environmental concerns become 
increasingly significant, the ability to produce energy-efficient code is a valuable 
asset [1]. However, upon closer examination of individual tasks, we observed signif-
icant variations in performance metrics, where differences in energy and execu-
tion time appear more pronounced. While statistical significance was calculated 
for overall measurements, we did not perform individual significance tests at the 
task level. These task-specific variations may warrant further investigation in future 
research to understand whether they are statistically significant. 

GitHub Copilot-generated code may increase memory usage during code execution to 
provide a performance edge. 

These performance and energy consumption improvements come with a slight 
increase in RAM Usage. While the difference in memory usage is relatively minor, 
it indicates a trade-off in memory management efficiency. In environments where 
memory resources are constrained, this could be a potential limitation. 

GitHub Copilot-generated code maintains low cyclomatic complexity and a high 
maintainability index in comparison to human-written code.
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GitHub Copilot-generated code upholds a high standard of quality. Its low cyclo-
matic complexity shows the code is easy to navigate and understand. The high main-
tainability index indicates ease of modification for future changes. These qualities 
are particularly crucial for long-term software projects, where code maintainability 
significantly impacts development time and cost. 

The use of GitHub Copilot demonstrates a balanced approach to optimizing code for 
performance, energy consumption, and quality. While there are trade-offs in CPU and 
RAM Usage, the benefits in execution speed, energy savings, and maintaining high 
code quality, it also presents a compelling case for integrating AI-assisted coding tools 
in software development. 

5 Challenges and Future Work 

The study utilized a sample of 15 programming problems. While the sample size is 
sufficient for an initial exploratory analysis and offers preliminary insights into the 
potential of GitHub Copilot, it represents a limitation in terms of generalisability. As 
the small sample size may not be sufficient to draw definitive conclusions about the 
energy efficiency of AI-generated code, the results should be interpreted cautiously. 
Future research would benefit from a larger and more diverse set of problems to 
capture the full spectrum of programming tasks encountered in real-world software 
development. 

The methodology included repeated executions of the code to mitigate the impact 
of anomalies and enhance the robustness of the results. However, using the controlled 
server environment, while beneficial for minimizing external influences, could also be 
considered a limitation. The findings may not fully reflect the performance variations 
that could occur in more diverse and dynamic real-world runtime environments. 

While the study focuses on the energy efficiency of the generated code, the energy 
cost of running and training large AI models is a significant factor. Future research 
should investigate the total energy usage, including the overhead of AI model infer-
ence and training, to provide a more complete picture of the environmental impact 
of using AI-assisted coding tools. This could include identifying a break-even point 
where the energy savings from using more efficient, AI-generated code outweigh the 
energy consumed by the AI models themselves. 

In addition to exploring energy consumption, future studies should expand the 
scope to examine other factors such as code quality, maintainability, and develop-
ment time, and how they correlate with energy efficiency. Understanding the trade-
offs between these factors will provide deeper insights into the broader impact of 
AI-assisted coding tools on the software development process. This would allow 
for a more comprehensive evaluation of the utility of tools like GitHub Copilot,
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particularly in balancing energy consumption with overall software development 
goals. 

Despite these limitations, the study provides a basis for future research on AI-
generated code’s energy consumption and performance characteristics. The identified 
limitations can guide future studies to enhance the methodology, expand the sample 
size, and explore the impact of different run-time environments. By addressing these 
limitations, future research can contribute to a more comprehensive understanding of 
the potential of AI-assisted coding tools like GitHub Copilot and their implications 
for energy-efficient software development. 

Future work should focus on exploring different types of programming problems, 
using alternative hardware and software tools, and using larger, more diverse datasets 
to fully understand the full capabilities and limitations of AI-assisted coding tools 
like GitHub Copilot. This will help to expand the applicability of these tools across 
various domains and enhance their effectiveness in real-world scenarios. 

6 Conclusion 

In this study, we conducted (i) a comparative analysis of energy consumption between 
human-written code and code generated by GitHub Copilot, (ii) examined the effect 
(on energy consumption and overall quality of the generated code) by prompting 
GitHub Copilot to optimize the human-written code, and (iii) explored how the 
trade-offs between performance and code quality metrics influence the overall utility 
of utilizing GitHub Copilot for software development. 

Our findings indicate that code generated by GitHub Copilot, while using slightly 
more CPU and RAM, generally consumes less energy than human-written code while 
maintaining comparable execution times. This suggests that AI-generated code can 
be a viable solution for improving energy efficiency in software development without 
sacrificing performance. By explicitly prompting GitHub Copilot for energy-efficient 
solutions, developers can further reduce energy consumption. In our experiments, 
energy-optimized code demonstrated superior performance in terms of lower energy 
usage, while still maintaining functionality and adhering to quality standards. In terms 
of code quality, the generated code had lower cyclomatic complexity and high main-
tainability scores, indicating that the solutions produced by GitHub Copilot are easy 
to maintain. This is an important consideration for real-world applications, where 
the long-term sustainability of software is just as important as its initial performance. 
Using the strengths of AI-assisted coding tools, such as GitHub Copilot, developers 
can strike a balance between performance, energy consumption, and code quality. 
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Enhancing Energy Efficiency in AI: 
A Multi-faceted Analysis Across Time 
Series, Semantic AI and Deep Learning 
Domains 

Lejla Begic Fazlic, Berkay Cetkin, Achim Guldner, Matthias Dziubany, 
Julian Heinen, Stefan Naumann, and Guido Dartmann 

Abstract This research investigates strategies to enhance the energy efficiency of 
artificial intelligence (AI) algorithms, focusing on three pivotal domains: time series 
analysis, semantic AI, and deep learning (DL). Through a comprehensive examina-
tion of variables such as data size and the impact of hyper-parameter adjustments, 
the study aims to uncover nuanced insights into the relationship between algo-
rithmic performance and energy consumption. By exploring the unique challenges 
and opportunities within each use case, this research provides valuable guidance for 
practitioners seeking to optimize energy efficiency in AI applications. The findings 
contribute to the ongoing discourse on sustainable AI development, offering practical 
overview to balance computational power with environmental considerations. 

Keywords Artificial intelligence · Energy efficiency · Machine learning ·
Sustainability 

1 Introduction 

The rapid advancement of artificial intelligence (AI) has brought changes across 
various sectors. However, the increasing computational demands of AI algorithms 
pose significant energy efficiency challenges. Addressing these challenges is crucial 
to ensure sustainable AI development. This research focuses on analysing the 
resource and energy efficiency of AI algorithms, a key aspect of sustainable AI. 
It targets three pivotal domains: time series analysis, semantic AI, and deep learning 
(DL). Time series analysis is crucial in fields like finance and weather forecasting,
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where AI can offer valuable insights. Each field offers distinct challenges and oppor-
tunities regarding energy efficiency. The goal of this research is to offer a detailed 
understanding of how different factors interact and affect the performance and energy 
efficiency of AI algorithms. We first conducted research on the energy aspects 
of natural language processing (NLP) in semantic AI. Next, we examined energy 
consumption related to complex neural network operations in DL. Finally, we focused 
on the computational demands of time series analysis. A key part of the study is to 
explore how the size of datasets affects energy efficiency, given that larger datasets 
generally demand more computational resources. 

The research also examines how changes in hyper-parameters, like learning rate 
and batch size, can influence both algorithm performance and energy consumption, 
aiming to make AI models more energy-efficient. We conducted a study of the avail-
able literature to understand the relationship between energy use and algorithm effi-
ciency. This research contributes to the discussion on sustainable AI by providing 
a practical view on balancing computing needs and environmental concerns. The 
structure of this paper is outlined as follows: Sect. 2 offers a review of relevant litera-
ture. The methodology and use case design is detailed in Sect. 3. Section 4 focuses on 
the evaluation and discussion, and the conclusions and the future work are provided 
in Sect. 5. 

2 Related Work 

In recent years, advancements in energy efficiency in the field of AI have focused on 
reducing the significant energy consumption of AI models. Advances in Green AI 
initiatives have been pivotal, emphasizing sustainable AI development by integrating 
energy-efficient practices in model training and deployment, thus balancing computa-
tional power with environmental considerations. Recent advancements not only focus 
on reducing the energy footprint of DL models [1–7] but also extend to optimizing 
semantic AI algorithms for better language understanding and enhancing time series 
models for more energy-efficient processing in different applications. In this study, 
we delve into the often-overlooked influence of software on the energy usage and 
overall environmental footprint of hardware systems. The rapidly growing field of AI, 
with a focus on machine learning (ML) and DL, has sparked a keen interest in evalu-
ating their energy demands and ecological impacts during the training phase [5, 8, 9]. 
The assessment of the carbon footprint of AI [9], measurement of the energy require-
ments of AI systems [10], and evaluation of the efficiency of AI platforms such as 
PyTorch and TensorFlow [11] present one of the important research studies. Authors 
in [5] employ a life-cycle approach to estimate the carbon emissions generated from 
training NLP models. Recent advancements in Green AI emphasize the importance of 
energy-efficient ML where the contributions include the study on the impact of data 
preprocessing and feature selection [12], exploration of model optimization through 
weight pruning [13], and the discussion on Green AI’s role in sustainable computing 
by Wang et al. [14]. In the field of energy- and resource-efficient software, various
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methodologies have been developed to assess the environmental sustainability of soft-
ware products, as exemplified by the research of Naumann et al. [15] and Mancebo 
et al. [16]. Our analysis places special emphasis on energy consumption during the 
training and testing phases of various usage scenarios, comparing them using the 
energy and resource consumption metrics established by the authors in [17]. Recent 
advancements in time series analysis, especially regarding energy consumption, are 
key for efficient resource management and environmental sustainability. Sentiment 
analysis is a ML technique that interprets and classifies emotions expressed in text 
data, often used to understand opinions in customer feedback, social media, and 
other written sources. Recent research in sentiment analysis has explored the capa-
bilities of large language models (LLMs). Studies like Zhong et al. [18] compared 
the zero-shot performance of LLMs with fine-tuned BERT models, while researchers 
in [19] investigated ChatGPT’s proficiency in handling various sentiment analysis 
tasks, including polarity shifts and sentiment inference. Deng et al. [20] delved into 
fine-tuning a smaller model using a LLM to generate weak labels, achieving perfor-
mances comparable to supervised models. These studies indicate a growing interest 
in understanding LLMs’ effectiveness in sentiment analysis, but they also high-
light the need for more comprehensive evaluations across diverse tasks and datasets. 
Recent study [21] introduces a new way to classify emotions in text using spiking 
neural networks (SNNs) to enhance energy efficiency. To the best of our knowl-
edge, the investigation of energy efficiency in sentiment analysis tasks still remains 
a relatively untapped area in the field. Recent progress in image classification, led by 
convolutional neural networks (CNNs) models like ResNet [22] and VGG-16 [23], 
has significantly improved accuracy in various domains. 

In our study, we examined three different use-case scenarios, exploring into 
aspects such as the volume of data and the consequences of modifying hyper-
parameters. This approach enabled us to discover complex details about the connec-
tion between the performance of algorithms and their energy consumption. In our 
first sentiment analysis use case scenario, we specifically investigate the energy effi-
ciency of BERT models, examining how different data volumes and batch sizes 
influence their energy consumption. This focused approach enables us to under-
stand the nuances of energy usage in these NLP models, ensuring that they not only 
maintain high accuracy but also adhere to sustainable computational practices. As 
a second use case scenario in our study, we extended our analysis of resource and 
energy efficiency to encompass various epoch and batch sizes while working with 
neural network models like ResNet [22], DenseNet [24], MobileNet [25], Incep-
tion [26], VGG-16 [23] and VGG-19 [23] for image classification. This approach 
allowed us to comprehensively assess how different training configurations impact 
the energy and computational demands of these models. Our findings offer a detailed 
perspective on the balance between training efficiency, model accuracy, and energy 
use, providing important guidance for enhancing neural network training in scenarios 
where energy efficiency is crucial. Transitioning to our third scenario, we shift our 
focus to the extensive landscape of sensor data. This case study involved analyzing 
time series data using tools from sktime, a Python library for time series analysis 
[27], specifically the Random Interval Spectral Ensemble (RISE), the KNeighbors
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Time Series Classifier (kNNTime) and the Time Series Forest Classifier (TSFC). 
We aimed to evaluate the accuracy of detecting fill levels, while also incorporating 
energy assessments to determine the system’s energy efficiency. 

3 Methodology and Design 

In this section, we outline the research questions we aim to address, describe the 
practical experiment conducted as part of this research, which includes a description 
of the case study’s design, the experimental procedures employed, and the methods 
used to analyze the collected results. We assess algorithm efficiency by monitoring 
hardware usage and power consumption in the aforementioned scenarios. For refer-
ence, we have prepared a comprehensive replication package, which includes detailed 
system specifications, the scenarios explored, the data recorded, and the results of 
our analyses. All these materials are accessible in our Git repository https://gitlab. 
rlp.net/rgdsai/mfa. 

3.1 Research Questions: AI Model Efficiency 

In light of our research objectives, we structured our inquiry into the energy consump-
tion and efficiency of AI models, particularly in NLP and DL, through the following 
research questions: 

RQ1: How does batch size influence energy consumption and accuracy in NLP 
model training? This research question aims to understand the relationship between 
batch size during the fine-tuning phase of NLP models and its impact on energy 
efficiency and model accuracy. By answering this, we intend to identify optimal 
batch sizes that balance energy consumption with performance efficacy. 

RQ2: What is the effect of training data size on the energy consumption and 
accuracy of NLP models? We investigated the energy consumption and accuracy of 
models by varying the proportion of the training data, exploring how these metrics 
change with increasing data volumes. This seeks to determine the optimal data size 
that ensures efficient energy use without compromising the model’s accuracy. 

RQ3: How do different DL architectures compare regarding energy consumption 
and model performance? Focusing on architectures like DenseNet, ResNet, VGG-
16, VGG-19, and Inception, this question explores how the structural variances in 
these models affect their energy efficiency and overall performance. The goal is to 
provide a comparative analysis that guides the selection of the most energy-efficient 
model without sacrificing performance. 

RQ4: In the context of time series approaches using sensor data, what is the 
best configuration that exhibit the most energy-efficient processing? This question 
extends the study to time series analysis, evaluating various AI model scenarios on 
their energy efficiency when processing sensor data. The objective is to identify

https://gitlab.rlp.net/rgdsai/mfa
https://gitlab.rlp.net/rgdsai/mfa
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models that offer an optimal balance between energy efficiency and effective time 
series analysis. 

By exploring these research questions, our study aims to provide meaningful 
contributions into the energy-efficient implementation of AI systems, especially in 
a time where the environmental impact of technology is of paramount concern. The 
findings are expected to guide both practitioners and researchers in making informed 
decisions about AI model selection and optimization for sustainable usage. 

3.2 Data Acquisition 

Our research embarks on a multifaceted exploration, traversing three distinct 
scenarios. For our first use case scenario we used Stanford’s Large Movie Review 
Dataset IMDB [28, 29] that contains 50,000 movie reviews. Reviews are labeled 
as 1 or 0 corresponding to positive or negative sentiment, respectively. A minimal 
data preprocessing are done prior to tokenization as BERT was trained on complete 
sentences. To effectively utilize pre-trained BERT, we must utilize the library’s 
tokenizer due to BERT’s specific, fixed vocabulary and the tokenizer’s unique 
handling of out-of-vocabulary words. Additionally, it’s essential to add special tokens 
at the start and end of each sentence, standardize sentence length through padding 
or truncation, and explicitly identify padding tokens using the “attention mask”. The 
developed code supports sentiment analysis on a variety of CSV datasets, making it 
adaptable to any text classification task, with the ability to analyze textual data and 
assign sentiment labels, regardless of the specific dataset’s structure or content. 

In our vision use-case a simple webcam took pictures of a flowrack with various 
number of bins in each lane. As the bins move forward after putting them into a lane, it 
is possible to determine the number of bins from the backside of the rack. The pictures 
of the whole rack were devided into smaller ones showing only one separated lane, 
which can store a maximal number of tree bins. In order to manage different lane 
sizes and camera angels the pictures of the lanes were mathematically transformed 
to equal size. Figure 1a shows a picture of the flowrack and the determined number 
of bins in each lane.

In our third application scenario, we developed a demonstrator for generating 
time series data. It’s designed to determine the fill level of a small container through 
acoustic sound waves, with the capability to differentiate between five distinct levels 
of fill: 0%, 25%, 50%, 75%, and 100%. The construction of this demonstrator 
involved the use of 3D printing to create a structure that houses a central unit. This 
central unit incorporates an ESP32 [30] microcontroller, equipped with three buttons 
and a display that shows the classified fill level. Attached to this central unit are 
three lids, each fitted with a buzzer to generate acoustic signals and a microphone 
for recording the corresponding time-series data. The operational principle involves 
placing a lid over a container filled with material. Upon pressing the corresponding 
button associated with that lid, a sinusoidal sweep is emitted as an acoustic signal. 
The recording of this signal commences before the emission of the sound to capture
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Fig. 1 Demonstrators utilized in the experimental use case

ambient noise for noise reduction purposes and continues after the signal has ended 
to include sound reflections. This process facilitates the approximate calculation 
of the room’s impulse response, which is then transmitted to a Raspberry Pi via 
MQTT [31]. This Raspberry Pi is responsible for managing and storing the data. The 
impulse response of the room, captured in this scenario, serves as time-series data and 
forms the foundation for training the ML algorithms: RISE, kNNTime, and TSFC. 
Figure 1b illustrates the setup of the demonstrator, providing a visual representation 
of its configuration and components. 

3.3 Case Study Overview 

In our first use case scenario, we conducted series of experiments specifically 
focusing on text classification using a BERT model. We iterate through a prede-
termined number of experiments, adjusting the dataset and feature set sizes based 
on specified percentages, to evaluate the impact on model performance. The process 
includes data preprocessing, model training, and validation stages, logging each 
step’s start and end times for energy performance tracking and reproducibility. The 
different adjustments of the batch size (16 or 32) are used during training to main-
tain a balance between gradient noise and memory efficiency. The Adam optimizer 
with default hyperparameters was used in all scenarios. Additionally, we emphasize 
memory management through explicit garbage collection and system calls to clear 
RAM, ensuring efficient resource utilization during the experiments. Our method-
ological framework involves a detailed comparison of energy consumption metrics 
such as mean power (W) and energy usage (Wh), for the preprocessing and training
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phases, as well as for the GPU utilization. By incrementally increasing dataset sizes 
from 10% to 100% of the total volume, we could simulate different training intensities 
to observe their impacts on energy efficiency and model performance. This approach 
allowed us to capture a range of performance metrics, including processing times, 
CPU and GPU usage percentages, RAM and GRAM usage, and GPU temperature. 

In our study’s second use case scenario, we extended our analysis of resource and 
energy efficiency by examining various epoch and batch sizes when working with 
neural network models like ResNet [23], DenseNet [25], MobileNet [26], Inception 
[27], VGG-16 [24], and VGG-19 [24] for image classification, enabling a compre-
hensive assessment of the impact of different training configurations on energy and 
computational demands. 

In our third scenario, we explore the application of Edge AI to determine container 
fill levels using acoustic analysis. Our analysis spans across distinct settings, aiming 
to identify the most efficient combination for precise fill level classification while 
optimizing energy consumption. We utilized three ML algorithms: RISE, kNNTime, 
and TSFC. These were employed to adjust two key parameters: sample length (the 
length of the room impulse response considered by the models) and the number 
of estimators/neighbors. Analogous to the second use case, we measured energy 
consumption using metrics such as mean power, energy usage during training and 
testing phases, as well as training and testing duration, CPU usage, and accuracy 
using the F1 score metric. 

3.4 Tailored Hardware for Different Use Cases 
and Measurement Methodology 

For the semantic analysis and DL use-cases, we utilized a high-powered server config-
uration, powered by an Intel Xeon W-2295 processor with 18 cores running at 3.0 
GHz, paired with 131.56 GB of DDR4-2933 RAM. It features an NVIDIA GeForce 
RTX 4090 24 GB GPU and is built on an ASUS WS C422 Pro/SE mainboard. 
This setup was specifically selected to optimize the processing power and memory 
requirements needed for these complex tasks, ensuring efficient and effective anal-
ysis. Conversely, for the time series analysis use-case, we choose a standard PC 
configuration. The experiments were carried out on a computer setup that included 4 
GB of RAM, arranged in two modules of 2 GB each, and was driven by an Intel Core 
i5-650 processor. This system also boasted a dual-storage configuration, combining 
a 500 GB hard disk drive (HDD) for extensive storage capacity with a 250 GB solid-
state drive (SSD) for rapid data retrieval and system responsiveness. This choice 
reflects the comparatively lower computational demands of time series analysis, 
which, while still requiring precision and accuracy, can be effectively conducted on 
less powerful hardware. This distinction in hardware choice between the use-cases 
allowed us to not only tailor our computational resources to the specific needs of
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each task but also to investigate the potential impacts of hardware capabilities on the 
efficiency and outcomes of different types of data analysis. 

The measurement methodology for AI-based method was described in previous 
work [32] and in context of AI methods in [33]. The measurements are based 
on the methodology and guidelines outlined in the Green Software Measurement 
Model [34]. Data aggregation is automated, with users logging process start times, 
end times, and labels in a CSV file called the action log. A Standard Usage Scenario 
(SUS) outlines the basic workflow. Resource data, including CPU and RAM usage, 
is recorded using the Linux performance reporting tool collectl on a Linux Ubuntu 
system. Energy consumption data is obtained from a power meter, requiring synchro-
nization with the executing computer’s time. The accurate calculation of energy 
consumption for the process requires recording the baseline consumption of the 
executing system through a corresponding measurement, with the measured value 
adjusted accordingly, ideally conducted for a duration comparable to that of the actual 
process. 

4 Results and Discussion 

To address our first research question (RQ1), we aim to explore the impact of batch 
size on energy consumption and accuracy during the fine-tuning phase of NLP model 
training. Our goal is to try to identify the optimal batch sizes that balance energy 
efficiency with performance efficacy. We conducted a comprehensive analysis by 
systematically varying batch sizes and measuring their effects on energy consumption 
and accuracy for the BERT model across different dataset sizes. Detailed performance 
metrics, including energy efficiency (measured in Wh) and model accuracy (indicated 
by the F1 score) for two batch sizes (16 and 32), are presented in Table 1.

The relationships between batch size, mean power consumption and F1 score are 
presented in Fig. 2a.

Our final insights from this examination of batch size impacts on BERT model 
training underscore the intricate balance between computational resource utilization 
and model effectiveness. Our key findings are outlined below:

– We found a direct correlation between batch size and energy consumption. Larger 
batch sizes generally resulted in higher mean power consumption but also offered 
more efficient processing in terms of energy per data point processed, particularly 
with larger datasets. The analysis revealed that batch sizes of 32 often resulted in 
shorter training and preprocessing times compared to a batch size of 16, especially 
as the dataset size increased. 

– Optimal model performance was observed at varying dataset percentages, high-
lighting the importance of selecting batch size based on the specific context of 
the model’s application. The F1 score analysis indicated that while larger batch 
sizes can enhance training efficiency, they do not always correlate with improved 
model accuracy.
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Fig. 2 Performance metrics and resource utilization for BERT models

– Batch size 32 (orange line in Fig. 2b) typically exhibits lower or comparable GPU 
usage compared to batch size 16 for most dataset sizes, except for a significant 
spike at the 80% data size. This suggests that using a larger batch size can be 
more GPU efficient for certain dataset sizes but may encounter inefficiencies 
or bottlenecks at specific points (like 80%). We found that as the dataset size 
increases, so does the energy required for training, particularly evident in smaller 
batch sizes. 

– Identifying the optimal batch size for NLP model training involves balancing 
energy efficiency, training speed, and model accuracy. Our findings suggest that 
while larger batch sizes may enhance computational efficiency, they require 
careful consideration of the trade-offs involved, particularly regarding model 
performance and hardware limitations. 

Our investigation into the effects of batch size on the energy consumption and 
accuracy of NLP model training with a specific focus on the BERT model provides 
critical insights for optimizing training processes. These insights emphasize the 
necessity of a nuanced approach to batch size selection, tailored to the specific goals 
of energy efficiency, computational resource management, and model accuracy. 

In addressing our second research question (RQ2), we investigate the effects of 
scaling training dataset size on the energy consumption and accuracy of a BERT 
model. This study aims to elucidate the dual impact of dataset size on model 
efficiency-quantified through energy requirements-and on model performance, as 
gauged by the F1 score. To systematically explore these relationships, we employ 
Pearson correlation analysis. This method allows us to quantitatively assess the linear 
correlation between training data size and two key outcomes: the energy consumed 
throughout the training phase and the accuracy of the model. Our analysis revealed 
significant relationships for a batch size of 16: 

– We found a strong positive correlation of 0.98 between the training data size and 
the energy consumed during training, highlighting a substantial increase in energy 
requirements as dataset size expands. 

– We found a moderate positive link with a correlation of about 0.70, between the 
size of the training data and the F1 score. This means that making the dataset
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larger tends to improve how accurate the model is, but not as much as it increases 
the energy needed for training. 

From our analysis, we also found the following correlations for a batch size of 
32: 

– While a strong positive correlation of 0.93 was observed between the training data 
size and the energy consumed during training for batch size 32, this is slightly 
lower than the correlation noted for batch size 16, suggesting that while energy 
demands still increase with larger datasets, the rate of increase may be less steep 
for larger batch sizes. 

– A strong positive correlation (0.85) between the training data size and the F1 
score for batch size 32 was found, indicating a more distinct improvement in 
model accuracy with larger training datasets, more so than observed with batch 
size 16. 

Our third research question (RQ3) focused on unraveling the intricate balance 
between energy consumption and model performance across prevalent DL archi-
tectures. This inquiry aimed to dissect how structural variations in models such 
as DenseNet, ResNet, VGG-16, VGG-19, and Inception influence their operational 
efficiency and effectiveness. We thoroughly compiled data reflecting each model’s 
energy usage during training and testing phases, accompanied by their performance 
metrics, primarily measured through F1 scores. Additionally, we considered the 
computational time and resource utilization, to paint a comprehensive picture of 
each model’s energy profile as it is shown in Table 2. The energy consumption 
across different models and the trade-off between global energy consumption and 
the best F1 score are depicted in Figs. 3 and 4, respectively.

Through this comparative analysis, our goal was to offer practical guidance for 
choosing the most energy-efficient model without sacrificing performance. In our 
analysis of energy efficiency across various DL architectures, we discovered that 
each model exhibits its own optimal configuration that harmonizes energy consump-
tion with performance. For DenseNet and ResNet, the optimal configuration was 
determined to be a batch size of 32 with 5 training epochs, which significantly 
reduced energy usage during both the training and testing phases without compro-
mising the models’ accuracy, as evidenced by their F1 scores. Similarly, MobileNet 
demonstrated its energy efficiency under the same parameters, indicating a consistent 
pattern among these architectures for achieving operational efficiency. The Incep-
tion model, however, diverged slightly, finding its most energy-efficient configu-
ration with a batch size of 16 and 5 epochs. This adjustment offered substantial 
energy savings across the board, while still securing a high F1 score, illustrating that 
a slight reduction in batch size could yield notable efficiency gains without sacri-
ficing performance. VGG-16bn followed a similar pattern to Inception, opting for a 
batch size of 16 and 5 epochs, which was effective in reducing energy consumption 
while maintaining a commendable level of accuracy. Conversely, VGG-19bn aligned 
with DenseNet and ResNet, favoring a batch size of 32 and 5 epochs for its most 
energy-efficient performance. This setup allowed for minimized energy usage during
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Fig. 3 Total energy consumption versus models 

Fig. 4 Trade-off between global energy consumption and best F1 score

operations while achieving a robust F1 score. This affirms that even among models 
with varying complexities, there is an opportunity to achieve equilibrium between 
energy efficiency and model accuracy. Our key insights are summarized as follows: 

– The findings indicate a complex relationship between model depth and energy 
consumption, challenging the conventional belief that more complex models are 
always more energy-intensive.The investigation into F1 scores highlighted that 
architectural sophistication does not always translate to enhanced model accuracy.



252 L. B. Fazlic et al.

For instance, despite VGG-19’s depth, it did not consistently outperform the less 
complex VGG-16 in terms of accuracy. 

– Through the lens of our analysis, it became evident that there isn’t a universal 
optimal batch size or epoch count that maximizes energy efficiency across all 
models. Instead, each architecture demands a tailored approach to find its equilib-
rium point that harmonizes energy consumption with model performance. Across 
all models, a trend towards selecting a moderate batch size and a lower number of 
epochs (5) appears to be the sweet spot for optimizing energy efficiency without 
significantly impacting the model’s performance. This analysis underscores the 
critical insight that, despite the diversity in architecture and design, DL models can 
achieve a delicate balance between energy efficiency and performance through 
strategic adjustments in batch size and epoch count. 

– The research also highlighted a connection between the efficient use of hardware 
resources and energy consumption. Models that were able to make more effective 
use of hardware resources frequently demonstrated improved energy efficiency 
without necessarily sacrificing performance. 

In addressing our last research question (RF4) regarding the energy efficiency 
of AI solution for processing time series sensor data, Table 3 outlines five distinct 
configurations of the kNNTime, TSFC and RISE algorithms. Each provides insights 
into how variations in sample lengths and the number of estimators/neighbors impact 
the algorithm’s energy consumption and classification performance. Figure 5 illus-
trates the energy consumption and performance analysis of ML algorithms, using 
the first three entries for each algorithm from Table 3. The kNNTime algorithm 
demonstrates robust performance, particularly evident through its consistently high 
F1 scores, which peak at 0.92 for both 400 and 100 sample lengths when utilizing 
just one neighbor.

When examining energy and time efficiency, we observe that energy consump-
tion during testing presents considerable variation, escalating as sample length 
increases. The energy required for training remains consistently low across various 
configurations, emphasizing the algorithm’s efficiency during the learning phase.

This is primarily because kNN, unlike many other ML algorithms, does not require 
a separate training step to create a model; it simply stores the data and makes infer-
ences directly from the entire dataset during the prediction phase. The most efficient 
configuration for kNNTime emerges with a sample length of 100 paired with a single 
neighbor. This setup also minimizes energy consumption and reduces testing time, 
representing an optimal balance for those seeking both precision and efficiency. For 
algorithm RISE, reducing the sample length from 700 to 100 leads to a decrease 
in energy consumption throughout the training and testing phase, aligning with 
expectations that less data requires less computational power. The F1 score remains 
consistently high across different sample lengths, suggesting that RISE effectively 
maintains predictive performance even with reduced data. Reducing the number 
of estimators from 100 to 50 decreases energy consumption in both training and 
testing phases without significantly compromising the F1 score. This indicates an 
efficient use of computational resources by RISE, as it maintains high accuracy with
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Table 3 Comparison of algorithm performance and energy consumption across different parameter 
configurations 

Algorithm Sample N-Estim./ Mean Energy [Wh] Time [s] CPU F1 

Name Length Neighbors Power 
[W] 

Training Testing Training Testing Usage 
[%] 

Score 

kNNTime 700 1 83.77 0.015 7518.32 0.00 174.56 24.67 0.87 

400 1 83.40 0.011 2466.45 0.00 57.02 24.67 0.92 

100 1 80.17 0.013 153.32 0.00 3.410 24.59 0.92 

700 3 83.56 0.017 7605.13 0.00 176.09 24.69 0.75 

400 3 83.23 0.012 2449.15 0.00 56.50 24.67 0.73 

RISE 700 100 77.93 47.87 31.16 1.00 0.69 24.71 0.92 

400 100 76.89 42.97 28.06 0.89 0.62 24.52 0.92 

100 100 71.58 18.99 12.33 0.41 0.21 24.37 0.92 

700 50 73.75 22.92 14.83 0.45 0.32 24.43 0.92 

400 50 76.51 21.19 13.81 0.45 0.29 24.27 0.95 

TSFC 700 100 57.32 1.90 0.89 0.03 0.00 20.61 0.98 

400 100 60.20 1.40 0.62 0.02 0.00 20.58 0.98 

100 100 62.40 0.77 0.28 0.00 0.00 15.93 0.95 

700 50 60.72 0.99 0.45 0.017 0.00 18.07 0.97 

400 50 56.57 0.74 0.31 0.00 0.00 15.38 0.97

Fig. 5 Energy consumption and performance analysis of ML algorithms
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fewer estimators. RISE shows a consistent pattern of CPU usage across different 
configurations. A sample length of 400 with 50 estimators provides the best balance 
of high accuracy (F1 score of 0.95) with reduced energy and time consumption. 
TSFC shows remarkable energy efficiency across all sample lengths, with a signifi-
cant decrease in energy consumption as sample length decreases. This suggests that 
TSFC is particularly suited for energy-efficient processing of time series data. The 
F1 score is very high across different configurations, indicating that TSFC does not 
compromise on predictive performance even when optimizing for energy efficiency. 
Similar to RISE, reducing the number of estimators for TSFC results in lower energy 
consumption without a notable drop in F1 score. This efficiency is especially remark-
able, given the already low energy consumption of TSFC, underscoring its suitability 
for energy-constrained scenarios. TSFC presents an optimal scenario where energy 
efficiency and high predictive performance coexist. It demonstrates that careful algo-
rithm design and parameter tuning can achieve high accuracy in ML tasks without 
incurring high computational costs. 

5 Conclusion and Future Work 

Our findings revealed a nuanced relationship between batch size and energy effi-
ciency, where larger batch sizes led to increased mean power consumption but 
also enhanced energy efficiency per data point, especially with larger datasets. The 
study highlighted the importance of context-specific batch size selection, as the 
optimal balance between energy efficiency and performance varies across different 
scenarios. Investigating the impact of training dataset size, we observed a direct 
correlation between increased dataset sizes and higher energy requirements, along-
side an improvement in model accuracy. This underscores a crucial trade-off between 
energy consumption and model performance, indicating that optimizing training 
processes necessitates a careful consideration of dataset size. Our analysis across 
various DL architectures demonstrated that each model exhibits its own optimal 
configuration that harmonizes energy consumption with performance. This finding 
challenges the conventional wisdom that more complex models are inherently more 
energy-intensive, advocating for a tailored approach to training parameter selection. 
In examining AI solutions for time series sensor data, strategic adjustments in sample 
lengths and the number of estimators/neighbors showed significant impacts on energy 
efficiency and model accuracy. This suggests that for energy-sensitive applications, 
choosing the right parameters can lead to substantial energy savings without major 
accuracy sacrifices.The collective insights from our research emphasize the critical 
role of strategic parameter selection in achieving energy-efficient ML practices. In 
our future work, we will investigate the cause of the observed GPU usage peak at the 
80% dataset size, examining factors such as hardware configuration and potential 
system bottlenecks. Additionally, since our current energy efficiency assessment is
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based on specific hardware configurations, we recognize the importance of broad-
ening the scope to improve generalizability. To achieve this, we plan to expand the 
datasets and include additional models in our analysis. 
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Abstract Business transactions are mainly conducted using enterprise software. 
The use of this software is responsible for a large percentage of the carbon emissions 
of an enterprise software provider such as SAP. To understand and reduce the energy 
consumption induced by software, quantifying it and relating it to the source code 
is crucial. This paper addresses this imperative by presenting a modular approach 
to measure the energy consumption of code statements written in SAP’s proprietary 
programming language ABAP. Various measurement approaches were evaluated, 
leading to the development of a prototype based on an estimation model. The proto-
type, implemented in an SAP S/4HANA environment running on an IBM Power 
architecture, demonstrates a mean absolute percentage error of less than 1%. Initial 
measurements show that it is possible to measure differences in energy consump-
tion between ABAP implementations, such as iterative versus recursive approaches 
for solving the Fibonacci problem. This research contributes an evaluated prototype 
tailored to ABAP statements and serves as a valuable resource for future empirical 
investigations in the domain. 
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1 Introduction 

The increasing reliance on information and communication technology (ICT) for 
digital innovation supporting economic growth [1] has a significant environmental 
impact, particularly in terms of energy consumption. According to Freitag et al. 
[2], peer-reviewed studies estimate ICT’s share of global carbon emissions between 
1.8% and 2.8%, with 0.6 to 0.9 gigatons in 2021. Podder et al. [3] estimate it to reach 
14% by 2040. Among the various components of ICT, software plays a crucial role 
in determining the energy efficiency of hardware systems [4]. Energy smells in the 
source code can lead to significant variations in energy consumption [5]. Capra et al. 
[6] show that energy consumption for the same functionality in different enterprise 
software systems can vary by up to 145%. 

Although such inefficiency is particularly relevant in large-scale systems like 
enterprise software such as SAP S/4HANA, research in this area with industrial rele-
vance is low [7]. SAP SE [8] reports that 81% of the company’s carbon emissions 
are attributed to the use of their sold software, highlighting the importance of opti-
mizing software for energy efficiency. Since 77% of global transactions are processed 
using SAP systems [9], even minor improvements in software energy efficiency can 
significantly reduce global ICT-related carbon emissions. 

To improve software energy efficiency, it is essential to identify energy smells 
[10, 11]. This requires measuring software energy consumption and relating it to the 
source code. Research investigates software energy consumption at different levels 
of granularity and in the context of other software systems. The researchers use 
various approaches to measure software energy consumption and to relate the energy 
consumption to the source code. Because of SAP S/4HANA’s unique architecture, a 
specialized approach to determining the energy consumption of ABAP source code 
is required. Thus, we raise the following research question: How can a measurement 
approach be implemented to obtain the energy consumption of ABAP statements? 

This research paper evaluates measurement approaches used in related work. 
Based on that, it proposes a measurement approach that applies an estimation model 
to measure the software energy consumption of an SAP S/4HANA system and relates 
the energy consumption to ABAP statements. To evaluate the developed measure-
ment approach’s applicability and underline its relevance, we carried out initial 
microbenchmarks demonstrating the varying influence of ABAP statements fulfilling 
the same functionality on the system’s energy consumption. Our results contribute 
to green coding research by providing a measurement approach for a relevant use 
case. Future research can use the resulting energy estimation model approach to 
empirically investigate energy smells in ABAP-based SAP systems.
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2 Background and Related Work 

ICT consumes energy in two ways: while running software processes and while 
idling. Energy consumption while idling can be improved by optimizing hard-
ware [12] and using virtualization [13]. However, executing software influences 
a system’s hardware, which consumes energy [14]. Hardware components such as 
CPU, memory, disk storage, network adapters, and I/O ports are thus responsible for 
energy consumption [15, 16]. Each component completes work at a specific power 
consumption rate measured in watts (W). Energy is defined as power consumption 
over a certain time period measured in joules (J) [17]. 

Research uses different approaches to measure a software’s energy consump-
tion at various levels of granularity. Reviewing related work, we identified three 
approaches: hardware meters, software meters, and estimation models. While the 
estimation model approach is most used in the papers analyzed, especially for more 
granular measurements, each approach has advantages and disadvantages. Hard-
ware meters are physically switched between the server plug and the power outlet, 
measuring the power running through. Thus, hardware meters precisely determine a 
complete server’s energy consumption [18]. Only a few authors manage to measure 
the energy consumption of individual hardware components using hardware meters. 
Rieger and Bockisch [19] tried to map hardware meter energy measurements to 
code using machine learning techniques but delivered inconclusive results. Soft-
ware meters provide software libraries to obtain a server’s energy consumption. Intel 
RAPL is the software meter most represented in the literature reviewed [20–23]. 
However, it only works for Intel architectures developed after Intel Sandy Bridge. To 
overcome manufacturer-dependent software tools, the Intelligent Platform Manage-
ment Interface (IPMI) was developed [24]. The IPMI accesses a server’s Baseboard 
Management Controller, which monitors and manages system resources, including 
energy consumption. An advantage of software meters is that they are immediately 
available and come with low overhead during use [25]. However, Fieni et al. [26] state 
that software meters are often less accurate than physical measurements, especially 
when reading frequency increases. Kavanagh et al. [27] discuss the inaccuracies 
of IPMI-based power sensors, including errors due to averaging values and sensor 
inaccuracies. 

While hardware meters and software meters provide energy values for entire 
computing systems, some purposes, such as optimizing software energy consump-
tion, require a more granular understanding of energy consumption [15]. Noureddine 
et al. [28] argue that the energy consumption of individual software services can 
only be determined by applying estimation models. Estimation models use Hard-
ware Performance Counters (HwPCs) that can be obtained at individual software 
service levels. Such HwPCs are then correlated with energy measurements through 
regression and machine learning techniques. The resulting model predicts energy 
based on the obtained HwPCs. HwPCs are widely supported on various operating 
systems (OS) [29]. Bellosa [30] shows that such models can be achieved with only 
a few HwPCs. Bircher and John [31] show that error rates of less than 10% can be
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achieved with simple linear regression models. Most authors use regression tech-
niques to correlate energy and HwPCs. This result aligns with another review paper 
from García-Martín et al. [29]. Besides the possibility of predicting energy consump-
tion with low error rates, research from Do et al. [32], Noureddine et al. [28], and 
Müller et al. [24] showed that estimation models can separate the energy behavior of 
individual software processes even when executed concurrently. This is a significant 
advantage over hardware and software meters, as they usually provide aggregated 
measurements on a processor or server level [25]. Fieni et al. [26] present a self-
learning energy model that does not require any training. The prediction error is 
continuously assessed, and the model is improved. This approach achieves one of 
the lowest prediction errors with little overhead but requires extensive programming 
effort. 

Besides the three energy measurement approaches, we identified two approaches 
to mapping the energy values to the source code: execution traces can be mapped to 
the energy values, or microbenchmarks can be conducted. Execution traces can be 
obtained through bytecode or source code instrumentation, or kernel traces can be 
used. Approaches from Noureddine et al. [18] and La Fosse et al. [21] instrument 
the bytecode to flag the start and exit points of executed methods and relate them to 
energy consumption. Instrumenting the bytecode of an application has the advantage 
of not having to modify the source code. This makes post-execution analysis easier 
and the code better to maintain. However, it seems less accurate than source code 
instrumentation [18]. An approach from Pathak et al. [33] uses source code instru-
mentation to mark methods’ start and exit points during execution. Like bytecode 
profiling, this method creates an overhead but allows a straightforward annotation, 
which makes it easily understandable for humans. However, compilers often opti-
mize written code, and the code injections would be part of the optimization [34]. 
Another technique, kernel-level tracing, is frequently naturally supported by modern 
computing infrastructures. The execution environment provides the possibility to 
trace code execution without further annotating it. In a recent paper from Alvi et al. 
[35], the kernel trace inherently supported by Android is used to map method-level 
traces to energy consumption. This approach has an approximate error rate of 5% 
and allows to identify methods with the need for energy improvement. Noureddine 
[36] leverages the Java Virtual Machine to read each thread’s method stack trace and 
relates it to measured energy values. This method allows real-time energy consump-
tion monitoring per method with a prediction error of around 0.3 to 3.8%. Kernel-level 
tracing provides a promising approach for obtaining highly accurate energy consump-
tion on a code level. Due to its natural support in many programming languages, they 
come with low overhead, and trace dumps can be created on a microsecond level. 
If the energy consumption of more granular source code snippets is to be measured, 
researchers conduct microbenchmarks executing these granular source code snip-
pets repeatedly and averaging the corresponding energy values. An example is the 
Computer Language Benchmark Game, which compares various implementations 
of the same problem in different programming languages [37]. Another publication 
from Kansal and Zhao [38] measures the energy consumption of different imple-
mentations of compression algorithms in Java to guide developers on which library
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to choose at design time. Such approaches provide insights on how to code more 
energy efficiently based on reference implementations. 

3 Research Design and Setup 

For this research, we used an SAP S/4HANA 2020 system. The system runs on 
an IBM Power8 Tyan server1 with a SUSE Linux OS installed. The server has a 
1200W redundant power supply unit and an integrated management port for IPMI. 
SAP Systems are implemented according to the client–server architecture. At the 
core of most SAP Systems is the NetWeaver application server (AS) [39]. SAP 
work processes (WPs) that execute every step of an ABAP program are essen-
tial to every SAP NetWeaver AS [39]. ABAP is SAP’s proprietary programming 
language for developing and customizing business applications, including SAP S/ 
4HANA deployed on the SAP NetWeaver AS ABAP is a high-level programming 
language that supports interoperable object-oriented and procedural programming 
models [40]. As described in Schneider [40], ABAP programs that the WP will 
execute are stored inside the extended memory of the AS. If a program was not 
previously executed, it will be read to the program buffer before it is available to 
be executed by the WP. During execution, the system creates statistical records 
stored in the AS database (DB). Statistical records include KPIs such as runtime 
and transmitted data amount that inform about the runtime behavior of a program. 
The information is provided by the C Kernel of the AS [40]. 

We followed the common modeling steps to implement an energy estimation 
model for ABAP statements on an SAP S/4HANA system. First, we defined the model 
inputs, in our case HwPCs. Second, training data was required to help the estimation 
model understand the relation between HwPCs and energy consumption. Once the 
estimation model was trained, another data set was needed to validate the model. 
For both data sets, HwPCs and corresponding actual energy values were required. 
For this, load on the system can either be created through sampling application data 
or stressing hardware components. A challenge with sampling application data is 
to create a dataset that fully utilizes existing hardware components. For example, 
the estimation model in Müller et al. [24] only predicts energy for up to 15% of 
DB usage due to training data limitations. Noureddine et al. [28] and Colmant et al. 
[41], however, use tools like Linux stress that create workloads for the individual 
hardware components of a server. The stress command varies the utility rate of the 
hardware component. Training with up to 100% resource utilization makes the energy 
model robust for varying workloads but requires a more extensive training period. 
Depending on the load generation and hardware setup, different software tools are 
available to extract the HwPCs. At the same time, software or hardware meters can 
be used to measure actual energy consumption [27]. Although such meters cannot

1 mitaccomputing.com/Tyan/Barebones_TN71-BP012_BSP012T71V14HR-4 T-5_EN ~ Spec. 
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measure energy with the frequency or granularity of estimation models, their accu-
rate measurements can assess prediction performance [28]. To validate estimation 
model performance, we used the measured and predicted values to calculate statistical 
metrics like the coefficient of determination (R2), the Mean Absolute Error (MAE), 
the Mean Absolute Percentage Error (MAPE), the Mean Square Error (MSE) and the 
Root Mean Square Error (RMSE). Each of these metrics serves a distinct purpose in 
evaluating an estimation model. R2 measures the overall goodness of fit, MAE and 
MAPE quantify average absolute and relative prediction errors, and MSE and RMSE 
take outliers into account [25, 35, 42]. Together, these metrics provide a comprehen-
sive assessment of the model’s predictive performance and error characteristics when 
estimating energy consumption. 

To evaluate the applicability of the developed measurement approach and to 
underline its relevance, we conducted initial microbenchmarks that demonstrated 
the effect of programming concepts on energy consumption. We implemented 
ABAP statements fulfilling the same functionality but using different programming 
concepts. Running the implemented approach then provided us with an average 
energy consumption per ABAP statement. 

4 Implementation of Measurement Approach 

Based on the analysis of related work, we chose an estimation model approach to 
obtain energy consumption based on HwPCs per OS process. OS processes can be 
directly mapped to SAP WPs to relate the energy values to the source code. This 
is possible because one WP is responsible for executing one ABAP program at a 
time. Thus, as depicted in Fig. 1, four components are required to obtain the energy 
consumption of an executed ABAP program: HwPCs per OS process, an energy 
estimation model, the WP ID of the executed program, and a function to match the 
OS process ID to the WP ID. This way, the model estimates energy consumption 
based on the HwPCs, and the mapping of OS process ID to WP ID results in the 
energy consumption per ABAP program.

First, we implement the central component of this approach, the energy estimation 
model. The Linux stress command, also used by Noureddine et al. [28], synthetically 
creates CPU, memory, I/O, and disk workload on the available hardware resources. 
Varying the number of workers that execute the command achieves different levels 
of workload up to 100% CPU utilization. The Linux top command shows the HwPCs 
describing the system’s resource consumption. The result is depicted in Fig. 2.

Linux divides the system load into user load (us), system load (sy), niced user 
processes load (ni), idle time (id), I/O wait time for completion (wa), time spent 
for servicing hardware interrupts (hi), time spent for servicing software interrupts (si) 
and time stolen from this virtual machine by the hypervisor (st). Figure 2 shows that 
different stress periods create different CPU loads in the system. The I/O operations 
require system load, the CPU phase creates user load, the disk phase uses wait 
load, and the memory allocation increases user and system load. While stressing the
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Fig. 1 Components of an energy estimation approach for ABAP programs

Fig. 2 Synthetic load generated on the SAP S/4HANA system
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Table 1 Validation metrics 
obtained after training the 
model 

Metric Value 

R2 0.720 

MAPE (in %) 0.940 

MAE (in W) 5.440 

MSE 57.939 

RMSE 7.612 

CPU increases the system’s energy consumption the most, memory allocation also 
increases energy consumption. I/O and disk operations, on the other hand, barely 
increase energy consumption. The graphs indicate two relevant HwPCs responsible 
for the system’s energy increase: user and system loads. Although the wait time is 
high during disk operations, it does not increase energy consumption. 

At the same time, two GUDE hardware meters2 intercept the redundant power 
supply unit of the server and measure the actual energy consumption. The hardware 
meters provide APIs to extract the energy values. The HwPCs, system and user load, 
together with the actual energy values, serve as training data for the creation of the 
model. 

With the training data at hand, we chose a simple linear regression to correlate 
the HwPCs user load and system load with the energy values to create the energy 
estimation model using an 80/20 train/test split. The Python library scikit-learn offers 
functions to correlate independent with dependent variables. After correlating the 
training data based on the residual sum of squares, the resulting energy formula is 

Et = 568.74 + 0.797 ∗ USt + 0.252 ∗ SYt 

The energy formula consists of two parts: static energy consumption and variable 
energy consumption. The calculated idle energy consumption of the server is around 
568 W. Per one unit increase in user load (USt); the energy increases by 0.797 W 
and per one unit increase in system load (SY t); the energy increases by 0.252 W. The 
user load is responsible for more than three times the energy consumption than the 
system load. This is in line with previous observations from Fig. 2. 

After creating the model, we use it with a new data set to assess its accuracy and 
validate it. Accuracy describes how well the model estimates energy consumption 
based on the HwPCs. Good model fit and low error rates create high accuracy of 
the respective model and indicate a well rebuilt of actual energy measurements. 
Again, the scikit-learn library offers functions to calculate R2, MAPE, MAE, MSE, 
and RMSE based on the estimated and measured energy values of the dataset. The 
results can be found in Table 1. The MAPE is less than 1% between estimated 
and measured values. The MAE between estimated and measured values is around 
5W. An R2 of 0.72 indicates a good correlation between the HwPCs and energy 
consumption (Table 1).

2 https://gude-systems.com/en/products/expert-power-control-1105/ 

https://gude-systems.com/en/products/expert-power-control-1105/
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Table 2 Energy consumption of insert and read operations on sorted vs. hashed tables gehört ins 
nächste kapitel 5 evaluation of measurement approach 

Insert Read 

Sorted 
Table 

Hashed 
table 

Sorted 
table 

Hashed 
table 

Number of runs 2000 3500 2000 3000 

Duration (in seconds) 32.382 36.833 40.131 31.081 

Total energy consumption (in J) 30.601 34.918 38.967 30.118 

Energy consumption per run (in J) 0.0153 0.0100 0.0195 0.0100 

Delta in energy consumption (hashed table as compared to 
sorted table in %) 

–34.64 –48.72 

Having created and validated the energy estimation model, we integrated it with 
the other components to obtain the energy consumption of an ABAP statement. 
Since ABAP statements often execute faster than the measurement intervals, we use 
microbenchmarks. A microbenchmark consists of an ABAP program only containing 
the statement to be evaluated. The ABAP statement is executed repeatedly to gather at 
least 30 measurement points, as suggested by Koedijk and Oprescu [43]. Collecting 
around 30 measurement points results in a varying number of runs for different ABAP 
statements. To avoid the overhead of loading the ABAP program from the AS DB to 
the buffer, the program must be executed once before conducting the measurements. 
Once the microbenchmark is prepared and loaded into the buffer, collecting the 
HwPCs during its execution reflects the load generated by the microbenchmark. We 
used source code instrumentation to collect the information required to relate the 
energy values to the ABAP statement. This includes the ID of the WP that executed 
the ABAP program, the timestamps of the start and end of the execution, and the 
number of iterations of the ABAP statement. The energy estimation model requires 
the collected HwPCs as input. Since the HwPCs are collected per OS process per 
measuring point, the energy estimation model results in the corresponding energy 
values. OS processes can be directly mapped to SAP WPs. We mapped the OS 
process ID to the WP ID and summed up the energy values of all measurement 
points between the start and end time of the ABAP program execution. This value 
reflects the variable amount of energy consumed throughout all iterations of the 
ABAP statement, neglecting the fixed energy consumption of the server. Finally, we 
divided the energy consumption by the number of iterations to obtain the average 
energy consumption for one iteration of the ABAP statement.
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5 Evaluation of Measurement Approach 

To evaluate the applicability of the developed energy estimation approach, we esti-
mated the energy consumption of some exemplary ABAP statements. Since the 
developed energy estimation model does not include the energy consumed by the 
DB server, we focused on statements that create load on the AS. We followed the 
process flow described above. In the following, we report some interesting find-
ings to demonstrate the relevance and effectiveness of the measurement approach 
developed. 

ABAP developers can choose between data structures such as sorted and hashed 
tables to store temporary data. Various authors [43–45] already found that different 
data structures and their operations consume varying amounts of energy. We compare 
the energy consumption of inserting data into and reading data from hashed and sorted 
tables. The results can be found in Table 2. Both inserting and reading data are more 
energy efficient when performed on hashed tables, respectively consuming 34.64% 
and 48.72% less energy than for sorted tables. 

Unlike hashed and sorted tables, standard tables do not create an order or index. 
To create an order, a sorted table is used, or a standard table is sorted using a sort 
algorithm. Table 3 shows that the latter consumes 32.28% less energy. Constantly 
keeping items in order seems to be energy-intensive. 

Another interesting example is the comparison of an iterative and a recursive 
implementation of the Fibonacci problem. The iterative implementation consumes 
99.78% less energy than the recursive implementation. The numbers can be found 
in Table 4.

We can show that although fulfilling the same functionality, different program-
ming concepts can consume varying amounts of energy.

Table 3 Energy consumption of insert operation on standard table being sorted vs. sorted table 

Insert into standard table, then sort Insert into sorted table 

Number of runs 3000 2000 

Duration (in seconds) 34.362 32.863 

Total energy consumption (in J) 31.991 31.581 

Energy consumption per run (in 
J) 

0.0107 0.0158 

Delta in energy consumption 
(standard table as compared to 
sorted table in %) 

–32.28 
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Table 4 Energy consumption of iterative vs. recursive implementation of the Fibonacci problem 

Iteration Recursion 

Number of runs 20,000 45 

Duration (in seconds) 34.685 32.295 

Total energy consumption (in J) 32.881 32.443 

Energy consumption per run (in J) 0.0016 0.7210 

Delta in energy consumption (iteration as compared to recursion in %) -99.78

6 Discussion 

In this work, we implemented an energy estimation approach for an SAP S/4HANA 
environment based on findings from previous work in the context of other soft-
ware and hardware environments. We answer the research question: How can a 
measurement approach be implemented to obtain the energy consumption of ABAP 
statements? Reviewing related work led us to the conclusion that estimation models 
are most suitable for granular measurements. In addition to the choice of measure-
ment approach we were able to derive further recommendations for our implemen-
tation. Applying these findings, we developed a measurement approach for an SAP 
S/4HANA environment that accurately estimates the energy consumption of ABAP 
statements. 

Considering only CPU as input to estimate energy consumption is in line with 
research from Ferreira et al. [10] and Pereira et al. [45]. Both show that the CPU 
causes around 90% of energy consumption. The validation of our model also shows 
that it is a reliable input parameter. However, we built the model in a way that it can 
be extended with other HwPCs in the future. For example, Noureddine et al. [28], 
Fieni et al. [26], and Do et al. [32] also consider the effects of hard disk, memory, and 
network. Further, Fieni et al. [46] show that considering operating frequency could 
also reduce the estimation error to around 2 W. 

Koedijk and Oprescu [43] find that there exist examples where less runtime does 
not necessarily imply less energy consumed. According to Noureddine et al. [28], this 
can be due to dynamic voltage and frequency scaling, saying that “A process at 100% 
CPU utilization will not necessarily consume more power than a process running at 
50% CPU utilization but with a higher voltage.” However, we could not observe such 
behavior in our environment. This may be due to the specific architecture since each 
SAP WP consumes 100% of one CPU core, meaning that more runtime also leads 
to more energy consumed. 

When implementing the estimation model approach, we chose between using 
OS-level or application-level HwPCs. We decided to use OS-level HwPCs since the 
load was more accessible to generate on the OS level. The SD Benchmark used 
by Müller et al. [24] or an alternative for application data generation is no longer 
provided by SAP since SAP S/4HANA. Another reason for our decision was the 
limited capabilities of this benchmark to achieve various load levels up to 100%. 
Since the OS-level DB processes are multithreaded, we could not separate the load
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caused by the evaluated program from other processes running on the server. A 
single OS process ID represents the DB but comprises multiple workers handling 
DB requests. Thus, our current measurement approach only reflects the AS load, not 
the DB load. Müller et al. [24] correlated performance counters available in the SAP 
system, providing information about the DB load at the transaction level with energy 
consumption, and achieved promising results. 

With their approach, Müller et al. [23] can profile the energy consumption of a 
whole SAP process at the transaction level. With the current approach, the most gran-
ular level we could achieve is the program level. Thus, estimating energy consump-
tion for code statements is only possible by creating microbenchmarks. This seems 
to be limited first by the granularity of the HwPCs, which are only available on the 
WP level and can only be traced back to the program level. Another limiting factor 
seems to be the hardware meter, which can measure energy consumption only once 
per second. Therefore, training an estimation model for more granular units, such as 
code statements that only take a fraction of that to execute, is not straightforward. 

To evaluate the application of the developed measurement approach, we chose 
code statements that only create AS load for the microbenchmarks. For example, we 
show that the iterative implementation of the Fibonacci Problem consumes 99.78% 
less energy than the recursive implementation. This indicates a contradiction to the 
finding of Noureddine et al. [28], who show that for the Towers of Hanoi, the iterative 
implementation consumes more energy than the recursive implementation. As other 
authors [28, 43, 45] have stated, our results indicate that the relative energy consump-
tion of different programming concepts can differ depending on the programming 
language. While we achieved interesting results, the experiments could be extended 
to other programming concepts and to include more variations of the same program-
ming concept. For example, different datasets for the same operation on the same 
table type can be used to examine whether there are differences in energy consump-
tion. In an example from Noureddine et al. [47], the authors created a unit test for Java 
code examples that varies the input datasets. The findings show that larger datasets 
consume more energy; however, not always in a linear dependency. 

7 Conclusion 

This work addresses the need to understand the energy behavior of software to miti-
gate carbon emissions by reducing software energy consumption. Measuring and 
relating software energy consumption to the source code is essential to understand 
how software causes the overall energy consumption of a server system. This research 
applied an energy estimation model approach to an ABAP-based SAP system to 
determine the energy consumption caused by ABAP statements based on the CPU 
load of the AS. For this, we created a model by correlating HwPCs with actual 
energy values using a simple linear regression technique. After validating, we eval-
uated the model’s applicability by applying it to microbenchmarks and comparing 
the energy consumption of different ABAP statements. The resulting measurement
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approach estimates energy consumption based on HwPCs per OS process collected 
while running an ABAP program. The OS process ID is mapped to the WP ID to 
obtain the energy consumption caused by the ABAP program. This approach has a 
prediction error of less than 1%. Applying the approach to microbenchmarks, we 
could show that ABAP statements fulfilling the same functionality but using different 
programming concepts consume different amounts of energy. With this research, we 
contribute a use case for energy estimation models with industrial relevance. With 
our approach, various ABAP programming concepts and their influence on soft-
ware energy consumption can be empirically investigated to provide insights into 
the energy behavior of ABAP-based SAP systems. 

Nevertheless, this research is not without limitations. The developed approach is 
only based on the CPU load of the AS and, therefore, does not include the energy 
consumption of the DB. So far, a program is the most granular level to which we could 
relate the energy consumption. Thus, microbenchmarks must be used to evaluate the 
energy consumption of ABAP statements, and profiling of whole software processes 
is not possible. Based on our findings and limitations, we have several suggestions for 
further research. Future research should explore using other performance counters, 
such as SAP’s performance statistics, to include the DB energy consumption in the 
model. Further, HwPCs other than CPU could be included in the model to make 
it more robust. Finally, future research could conduct further microbenchmarks to 
investigate the energy consumption of programming concepts implemented in ABAP 
and be able to derive developer recommendations. It would also be interesting to 
explore how robust the developed approach is when applied to ABAP-based SAP 
systems running on other hardware architectures and how the energy consumption 
of ABAP statements behaves across these different hardware setups. 
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1 Introduction 

1.1 Motivation 

The growing importance of sustainability in logistics represents a pressing chal-
lenge, especially in major German cities, where the delivery of parcels on the “last 
mile” must increasingly be made emission-free. The increasing urbanization and the 
growing volume and heterogeneity of parcel deliveries in cities [1] lead to conges-
tion, air pollution, and logistical complexity [2]. In this context, the development of 
innovative solutions for sustainable last mile logistics is of crucial importance [3]. 
For example, the use of electric cargo bikes in combination with lifting structures 
leads to less impact on traffic and the environment in cities [4]. 

The research project “Green Delivery Analytics” aims to contribute to solving this 
problem by designing and providing a tool for planning and implementing climate-
neutral delivery systems in German cities. This paper presents the development of 
the respective software vision. 

1.2 Research Project “Green Delivery Analytics” 

The research project, entitled “Green Delivery Analytics” (GDA), is a collaborative 
endeavor between the Smart Mobility Institute of the University of Applied Sciences 
in Bremerhaven, Germany, and the RytleX Group SE1 (Urban Logistics Expert). 
Funded by the mFUND campaign for initiatives and innovation, a program of the 
Federal Ministry for Digital and Transport [5]. 

The GDA project is a data-driven initiative with the objective of enabling the 
design of carbon–neutral last mile logistics in the 80 largest German cities. The 
project’s primary focus is the development of a partially automated system for plan-
ning and implementing climate-neutral delivery solutions. To achieve this, various 
data sets, including spatial structure data, delivery data, socio-demographic data, 
and traffic flow data, are integrated to design individual combinations of micro-hubs, 
e-transporters, and cargo bikes for each city [5]. 

The project employs an open data approach, whereby data from various sources, 
such as the Mobilithek,2 can be utilized and made available to the general public. This 
enables cities and logistics companies to plan and implement sustainable logistics 
solutions that are both economically viable and ecologically beneficial [6]. 

By developing a software prototype, it will be possible to determine specific 
combinations of delivery systems and necessary infrastructure for each city [5].

1 https://rytlex.com/, last accessed 2024/10/02. 
2 https://mobilithek.info/, last accessed 2024/10/02. 

https://rytlex.com/
https://mobilithek.info/
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Furthermore, findings from previous mFUND projects, such as ZMo3 and SIP,4 will 
be employed to enhance the efficiency and effectiveness of the new system [7]. 

1.3 State of Art 

Sustainable Last Mile Logistics. The last mile in terms of distribution logistics 
refers to the final part of the supply chain, which is highly complex due to the 
handover of goods to recipients of various types, among other things [8, 9]. This is 
where not only a large proportion of the costs are incurred, but also the emissions, 
which are described as “expensive and dirty” [9]. This is due to isolation and the 
number of stops, both of which have increased as a result of consumer trends and 
further increased the economic pressure on the courier, express, and parcel services 
(CEP) industry [9]. Optimizations in the CEP industry therefore often relate to the 
economic aspects [10], but the environmental impact is also receiving increasing 
attention [9]. 

The majority of concepts relate to the three dimensions of sustainability: 
the economic, ecological, and social dimensions [10]. However, the ecological 
dimension is given a more prominent role in the priority model of sustainability 
[11]. 

A variety of systems can be employed to enhance the sustainability of the last 
mile, with a reduced impact on the three dimensions, particularly the ecological 
dimension. Currently, there is a significant focus on the use of electrically powered 
vehicles and micro-hub structures, as this has the potential to reduce emissions, costs, 
and congestion [12]. 

The GDA research project is particularly focused on the use of electrically 
powered cargo bikes, which were “specially developed for the transportation of goods 
and/or people” [13] and can “deliver shipments of low weight and volume” [14] with 
the assistance of electric power at speeds of up to 25 km/h. These are primarily used 
in conjunction with micro-hubs, which are defined as “small, densely distributed 
areas” [15] in urban regions utilized for the handling of goods, temporary storage, 
and loading of smaller delivery vehicles. The end customer can be reached from a 
micro-hub within one kilometer. A fundamental distinction can be made between 
mobile and stationary micro-hubs [15]. 

The rationale behind the integration of cargo bikes and micro-depots lies in the 
potential to offset the comparatively limited transport capacity of the cargo bikes 
through the close proximity of the depots [14]. 

Network planning in Last Mile Logistics. Micro-hub structures are typically 
embedded within larger distribution networks, which are crucial components of 
logistics networks [16]. These logistics networks consist of nodes, edges, sources, 
and sinks. In the context of CEP, there are numerous sources and sinks, reflecting

3 Zielgruppenorientierte Mobilitätsketten im Gesundheitswesen—ZMo-Gesund. 
4 Smart Industrial Parks (SIP). 
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the complex nature of these networks. Distribution networks, in particular, form 
the backbone of package delivery services. The planning of distribution networks 
is therefore relevant for the design of micro-hub structures and focuses on location 
planning, transport planning, and route planning [17]. 

Location planning has a significant impact on the functionality of logis-
tics networks. The locations of warehouses, transshipment points, and means of 
transportation must be planned [18]. 

According to Mattfeld and Vahrenkamp, the models for optimal location deci-
sions can be divided into discrete models, continuous models, and semi-discrete 
models. Furthermore, a distinction can be made between static or dynamic models 
or deterministic or stochastic models [18]. 

Transport planning, which encompasses the design of transport networks and 
control of transport processes, typically considers the pre-carriage, main leg, and 
onward carriage of the transport. The pre-carriage and onward carriage are local 
transport routes that are responsible for consolidating shipments and transferring 
them to transshipment points. In distribution networks, only the main leg and the 
onward leg are considered [19]. 

In essence, there is a distinction to be made between different terms. According 
to Fleischmann and Kopfer [19], the design of the transport network is a long-term 
task, the planning of transport routes and means is a medium-term task, and the 
planning of vehicle deployment is a medium-term and short-term task. The short-
term tasks of vehicle deployment planning also include route planning. This process 
entails consolidating smaller transport orders and combining them into tours. The 
optimization of tours in this context pertains to the nodes and edge structure of 
the network. In practice, node-oriented planning, such as the Traveling Salesman 
Problem (TSP), is more prevalent than edge-oriented planning, such as the letter 
carrier problem. The standard objective is to minimize the distance to be traveled 
while maintaining vehicle capacities and fully meeting demand [19]. 

As Klose [17] notes, route planning and location planning are subject to interde-
pendencies. Consequently, route planning approaches are approximately taken into 
account in location planning. Integrating approaches such as the Location Routing 
Problem (LRP) combines the solution of both problems and solves them using 
heuristic methods [20]. 

1.4 Vision Building 

Every software development project must engage in rigorous requirements engi-
neering, as this is where the foundation for successful development is laid. This 
includes not only the collection of all requirements for the system but also the devel-
opment of a (product) vision. The vision describes the goals of the product at a high 
level of abstraction. As outlined by Rupp [21], these are developed in a process 
that includes analyzing the environment for relevant information, documents, and 
systems that may be affected by the system development. In addition, an analysis
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of the current situation as well as a field of action analysis and identification of 
optimization potential should take place. The vision is to be derived from this. The 
analysis of customer benefits is particularly relevant for the development of new 
products [21]. 

The vision artifact of the RUP (Rational Unified Process) approach is employed 
to develop the software vision of the GDA project’s analysis tool. RUP is a software 
development process framework developed by Rational Software Corporation, which 
was acquired by IBM in 2003 [22]. The RUP framework permits the development 
process to be adapted and the requisite artifacts to be selected, which are represented 
by diagrams in the Unified Modeling Language (UML) notation language [23]. 

In this paper, the “Artifact: Vision” is employed for the purpose of vision docu-
mentation, with particular emphasis on the “Vision Template (informal),” which 
delineates the structure of a vision development [24]. The RUP framework stipulates 
that the vision development process should include an introduction, a positioning 
(problem/product) section, a description of the relevant stakeholders, and a product 
overview [25]. 

For the implementation of the template in the GDA research project, a document 
analysis of the project description validated by all stakeholders was conducted. For 
this purpose, the document analysis software MAXQDA5 was used to examine the 
relevant contents of the project description. Text passages were systematically coded 
and subcoded, which were then used in a quantitative analysis to generate insights 
for the requirements specification and vision. The results of this analysis represent 
the most significant source of information for the software vision and will not be 
reiterated for the sake of brevity. As is customary, other sources are duly referenced. 
The resulting software vision was validated through a review process with the stake-
holders and adapted accordingly. For the documentation of the software vision, a 
system context diagram, architecture overview diagram, and a use case diagram were 
used. In future phases, the evaluation will expand to include external stakeholders 
such as local municipalities and independent logistics providers. These external eval-
uations will provide unbiased feedback on the system’s efficacy, ensuring that it meets 
the needs of a broader audience and is adaptable to varying urban contexts.

5 https://maxqda.com/, last accessed 2024/08/14. 

https://maxqda.com/
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2 Positioning 

2.1 Problem Statement 

The issue of managing and optimizing sustainable last mile logistics operations in 
urban areas involves a variety of stakeholders, including logistics companies, local 
authorities, economic stakeholders such as shippers and consumers, and the wider 
community. This issue is characterized by significant challenges due to increasing 
volumes and heterogeneity of shipments as well as increased traffic congestion 
in cities and the objective of reducing local emissions (such as nitrogen oxides, 
particulate matter, and noise) and greenhouse gas emissions while ensuring the cost-
effectiveness and operational efficiency of cargo bikes and other light electric (battery 
or fuel cell) logistics vehicles. Although these vehicles are crucial for carbon–neutral 
logistics, they are currently not applicable in the same manner as conventional vehi-
cles [26–28]. Their use requires a precise combination strategy based on compre-
hensive performance data to compensate for various limitations in terms of capacity 
and efficiency [26–28]. 

The decentralization of logistics processes due to the limited range and capacity of 
electric delivery systems further complicates the circumstances of the urban logistics 
chain over the last mile. This transformation presents new challenges for companies 
and municipalities who must navigate a complex web of logistical, infrastructural, 
and environmental considerations. 

A successful solution [3, 19, 29–31] would involve the development and imple-
mentation of a robust, data-driven logistics system, that integrates modern informa-
tion and communication technologies. Such a system should consist of new hardware 
such as cargo bikes and micro-hubs with adapted software and processes. It would 
use logistics, traffic, emissions, spatial structure, socio-demographic, and infrastruc-
ture data to uncover patterns and optimize network, transportation, and infrastructure 
planning. This approach would improve sustainability by reducing emissions, ensure 
profitability through improved operational efficiency, and support comprehensive 
urban planning. The interplay between operational logistics, IT, and policy is crucial 
here [32, 33].
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2.2 Product Position Statement 

For logistics companies, municipalities, and urban planners striving for sustainable 
and efficient last mile logistics, the software planned within the Green Delivery 
Analytics (GDA) project is a comprehensive and innovative solution that optimizes 
last mile logistics with data-driven insights on logistics, traffic, emissions, and infras-
tructure and specifically addresses the challenges of carbon–neutral logistics. Unlike 
traditional logistics management systems, which often lack a specific focus on 
sustainability and detailed integration of performance data [29, 34, 35], the planned 
product is designed to optimize the use of electric and hydrogen-powered delivery 
vehicles, taking into account their range and capacity constraints and ensuring prof-
itability through advanced data analytics. It integrates extensive performance data 
with city, traffic, and emissions parameters to enable precise planning and execu-
tion of sustainable logistics operations. This enables companies and municipalities 
to achieve their environmental goals while maintaining operational efficiency and 
cost-effectiveness. 

3 Stakeholders and User Environment 

The stakeholders involved in the Green Delivery Analytics (GDA) project and the 
logistics planning tools to be developed include logistics companies that make last 
mile deliveries, municipal authorities responsible for urban planning, environmental 
authorities that monitor emissions, and society as a whole, which is concerned about 
sustainable urban development. Table 1 provides a more detailed breakdown of each 
stakeholder with descriptions. These stakeholders work in dynamic urban environ-
ments characterized by fluctuating delivery demands [3], evolving traffic patterns 
[36], and increasing environmental regulations [29]. The aim of the GDA project is 
to achieve efficiency gains and positive sustainability effects for these stakeholders 
through comprehensive software for the analysis, optimization, and implementation 
of sustainable last mile delivery solutions.

Table 2 illustrates the target users of the product, who are directly interacting 
with the software. These users are primarily logistics service providers, such as the 
project partner RytleX. This is due to the necessity of economically sustainable busi-
ness models, which can be assured through an established and economically viable 
partner that implements the software. The target users of the planning tool are logis-
tics planners who want to find the perfect combination of logistics system elements 
and network design to achieve efficiency and sustainability within last mile logistics 
operations. These logistics planners should be able to find these combinations taking 
into account their own logistics systems and the systems of external logistics compa-
nies. Logistics planners should also be able to advise urban planners on infrastructure 
planning, advising on which areas should be made possible for infrastructure in the 
land use plans and the setting of targets to achieve climate goals. The tool must
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Table 1 Stakeholders and their roles within the research project “Green Delivery Analytics” 

Name Role 

Project Sponsor mFUND Funding for the GDA project within the framework 
of the mFUND innovation initiative by the German 
Federal Ministry for Digital and Transport 

Project Manager RytleX Project managers overseeing the project to ensure 
that practical and operational requirements are met 
from RytleX’s perspective 

Project Manager SMI Logistics Project managers overseeing the project to ensure 
that logistical requirements are met 

Project Manager SMI Software Project managers overseeing the project to ensure 
that software requirements are met 

Project Leaders Senior project managers from both SMI and RytleX 
possessing top management skills 

Research Associates SMI Software Research associates specializing in software 

Research Associates SMI Logistics Research associates specializing in logistics 

Software Architects and Developers Development of the planned software by RytleX 
Group SE and COSMO UG6 (Subcontract) 

Technical Support Team Team responsible for system maintenance 

Transport Service Providers (CEP) Organizations providing transport systems and 
delivery data. Recipients of last mile logistics 
(LML) planning results 

Urban Traffic Managers Organizations providing urban traffic data 

Urban Planners Organizations providing data on urban structure and 
requirements 

Environmental Monitoring Organizations Organizations providing emissions data 

Consumers Natural or legal persons utilizing delivery services 

Shippers Natural or legal persons aiming to meet the needs of 
consumers

be able to be partially integrated into users’ existing software systems and ensure 
data exchange with logistics and city management systems. The IT department and 
administrators only use the system for further developments and not for the logistics 
planning use case.

6 https://cosmo-mobility.org/, last accessed 2024/08/14. 

https://cosmo-mobility.org/
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Table 2 Responsibilities and roles of interacting users within the planning tool 

Name Description Role 

Logistics Planner 
RytleX 

Utilizes the tool for planning the 
LML network. Provides network 
planning results to traffic service 
providers for a fee and 
recommendations to urban planners. 
Exchanges emissions data with 
environmental monitoring 
organizations 

Develops requirements, provides 
transport systems and delivery data, 
coordinates communication with 
cities and transport service 
providers, validates and tests 
requirements and prototype, 
develops business model, utilizes 
project results 

IT Department 
RytleX 

Manages IT infrastructure Assists with software installation 
and deployment, ensures security, 
and maintains IT infrastructure 

Administrator 
RytleX 

Manages system settings Manages access, configures settings, 
and monitors system status 

4 Product Overview 

4.1 Product Perspective 

The planned logistics planning software is positioned as a central tool within the 
broader urban logistics and sustainability management ecosystem. This subsection 
explains how the software integrates with other related products and fits into the 
user’s operating environment, detailing dependencies and interfaces. 

The software can function as an independent, self-contained software solution, 
providing comprehensive data analytics and logistics optimization capabilities for 
last mile delivery operations. 

The software interacts with multiple systems to exchange data and provide its 
functionalities effectively. These systems and data sources include:

• Urban traffic management systems to receive and analyze historical traffic flow 
information, congestion data, and incident reports

• Environmental monitoring systems to collect data on local pollutant levels and 
integrate this data into logistics planning

• Logistics management systems to synchronize route planning, delivery schedules, 
fleet utilization, and key performance indicators

• Urban planning systems to integrate infrastructure, other urban structures, and 
demographic data to adapt logistics processes to urban conditions

• User (logistics planners): Logistics planners use the system as described above. 
However, city planners are not direct users who interact with the logistics planning 
system but are represented in their interests by the logistics planners. 

The following Fig. 1 provides an abstract overview of the system environment of 
the planned software using a context diagram.
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Fig. 1 System-Context-Diagram highlighting the planned system’s environment 

The integration of different data sources and systems means that appropriate 
interfaces are required. Flexible data import/export APIs for the integration of traffic, 
environmental, and logistics data of different structures and formats, enabling the 
integration of data from different providers such as cities and logistics companies. 
The APIs support the export of optimized logistics plans and performance reports 
to external systems and the export as report documents. Dashboards and analysis 
tools enable intuitive user interactions with the planned software, complemented by 
customizable reporting tools to generate insights and recommendations for action. 
Security and compliance are ensured through secure interfaces, data confidentiality 
and integrity, and adherence to relevant data protection regulations and standards.
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4.2 Assumptions and Dependencies 

The successful implementation of the logistics planning software depends on factors 
such as data availability, stakeholder cooperation, and technological infrastructure. 
Assumptions about the compatibility of data sources, regulatory support for sustain-
able initiatives, and the scalability of the software can have an impact on project 
outcomes. The following assumptions and dependencies are particularly relevant:

• Availability of reliable data from logistics companies and urban planners.
• Integration with existing systems, databases, and data.
• Data from various sources will be of sufficient quality and cleanliness for analysis.
• Technological infrastructure and APIs will remain compatible with evolving 

systems.
• Logistics companies will adopt sustainable practices.
• External stakeholders will participate in evaluation and validation.
• Continued political and regulatory support for sustainable logistics initiatives. 

4.3 Needs and Features 

GDA aims to meet the needs of users by providing network optimization, data 
analytics, and sustainability tracking capabilities for decision support. These features 
enable users to assess the sustainability and efficiency of delivery operations, iden-
tify opportunities for improvement, and implement a specific logistics plan for zero-
emission delivery to any city. The following Table 3 provides an overview of the 
needs and respective supporting functions:

The functions described above can be summarized and implemented using the 
following components:

• Optimization: Optimizing the placement and utilization of logistics locations 
(micro-hubs) and delivery areas for better distribution efficiency.

• Analysis: Advanced analysis of geographic demand distribution, traffic and 
demand forecasting, and performance tracking.

• Reporting: Compilation of analysis results and reports including recommended 
actions for urban planning.

• Sustainability Tracking: Tools for measuring and reporting carbon emissions and 
other sustainability metrics.

• User interface: Intuitive, user-friendly interface with data visualization and 
reporting capabilities.

• Data management: Manage geospatial, graph, time, transaction, analytics, and 
performance data and make it available for analysis and reporting.

• Integration capabilities: Flexible interfaces for integration into and from existing 
logistics and urban planning systems as well as data exchange.
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Table 3 Stakeholder needs and their supporting functions of the planned software 

Needs Supporting Functions 

Precise planning and execution of logistics 
operations [37] 

Integration of extensive logistics performance 
data (logistics system and operations) with 
urban, traffic, and emissions parameters to 
facilitate detailed logistics planning 

Demand and traffic forecasting Forecasting features for both demand and traffic 
are driven by a combination of historical data, 
socio-demographic data, and machine learning 

Location and route optimization [17, 20] Optimization of micro-hub locations and delivery 
routes by integrating spatial structure, traffic, 
demand data, and logistics systems data and 
using heuristic algorithms such as Location 
Routing Problem (LRP) to minimize distances, 
reduce emissions, and enhance delivery 
efficiency 

Greater sustainability in last mile logistics Data-driven insights to optimize logistics, reduce 
emissions, and support carbon–neutral operations 

Cost-effectiveness Data analysis to ensure cost-effective logistics 
solutions that balance sustainability with 
economic considerations 

Economic feasibility A market-accepted software that considers the 
needs of shippers and consumers, thus ensuring 
economic viability 

Comprehensive data integration [29, 33] Access to a wide range of data sources, including 
urban planning, traffic patterns, and emissions 
statistics, for a holistic view of logistics 
operations 

Customized logistics optimization strategies Customizable settings to develop strategies based 
on specific operational requirements and 
constraints, ensuring tailored and effective 
logistics solutions 

Informed decision-making [29, 33] Advanced analysis and reporting tools to provide 
logistics companies, municipal authorities, and 
urban planners with actionable insights 

Improved environmental impact Tools to monitor and reduce local emissions 
(e.g., nitrogen oxides and particulate matter) and 
greenhouse gas emissions, aligning logistics 
operations with environmental goals 

Analysis of historical data [19, 29] Capability to analyze historical data to identify 
trends, improve future planning, and develop 
more efficient logistics strategies 

Integration with existing systems Compatibility with existing logistics 
management systems to ensure seamless 
integration and enhanced functionality 

Scalability and flexibility Scalable architecture to accommodate the growth 
of logistics operations and flexible enough to 
adapt to changing requirements and technologies
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The tool incorporates partial automation for logistics planning, relying on the intel-
ligence derived from advanced analytics processes that can adapt to the specific needs 
of logistics service providers and city planners. By integrating their data as input to the 
model, the system enables automated location and route optimization and recommen-
dations for city planning and sustainability reporting. The tool employs cloud-based 
data storage and analytics platforms (e.g., BigQuery) that support the integration 
of various types and formats of data via flexible APIs. Data cleansing methods, 
including outlier detection and imputation techniques, are applied to enhance the 
reliability of the input data and ensure data quality. The following Fig. 2 shows the 
various components at an abstract level within a three-tier software architecture. 

The potential and roughly defined use cases that could be realized by the software 
for the different users are demonstrated in the following Fig. 3. In addition to the 
interfaces to the user, the interfaces to other systems or stakeholders are also shown, 
which could be realized manually by passing on data or connecting the systems. 
The diagram demonstrates how the logistics planner interacts with the planning 
software. The use cases for this user are planning the LML network, configuring 
settings, and monitoring KPIs. The logistics planning includes analyzing data to 
cluster and classify data and find patterns as a basis for the planning and optimiza-
tion (Gutierrez-Franco, 2019) [37]. The process of optimizing the last mile logistics 
network regarding sustainability, demand, locations, fleet, and delivery areas is the

Presentation Layer 

User Interfaces 

Application Layer 

Data Processing 

Admin Panel 

Analytics Optimization 

Tracking Reporting 

Data Layer 

Structured Data Unstructured Data Governance 

APIs 

Fig. 2 Components in a three-tier architecture that are needed to fulfill the needs and features of 
the planned tool 
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main use case of the software. Another use case for the logistics planner is reporting 
of planning results as well as the possibility of gathering recommendations for city 
planning purposes.

5 Summary and Future Outlook 

The paper demonstrated the rationale for developing software to facilitate the anal-
yses and planning of sustainable last mile logistics solutions. The planned tool of 
the Green Delivery Analytics research project is primarily intended to provide data-
driven analyses and planning support, with a particular focus on enabling city hub 
structures for the use of electrically or hydrogen-powered delivery vehicles like cargo 
bikes. 

The project integrates various datasets (e.g., spatial structure data, delivery data, 
traffic flow data, socio-demographic data) to design optimized combinations of 
micro-hubs, e-transporters, and cargo bikes for each city. An open data approach 
is utilized, allowing data to be accessible to the public and enabling cities and logis-
tics companies to implement sustainable solutions that are both economically viable 
and environmentally beneficial. 

A software vision based on the RUP process model was assessed to develop the 
tool in accordance with the specified requirements, thereby maximizing the positive 
impact on the advancement of sustainable last mile logistics. This includes a posi-
tioning statement, an analysis of the stakeholders and the user environment, as well 
as a product overview. The latter includes an analysis of interfaces to neighboring 
systems, a description of dependencies and assumptions of the project, and a detailed 
explanation of the needs and features of the product. The results of the vision were 
presented in this paper with the aid of a variety of diagrams, including a system 
context diagram, an architecture overview diagram, and a use case diagram. 

The project will utilize the findings of the software vision to inform the develop-
ment of the planned tool, thereby facilitating the implementation of sustainable last 
mile logistics. Nevertheless, the software vision can also be employed in conjunc-
tion with analogous projects within the domain of last mile logistics, where the 
implementation of data-driven software initiatives is a key objective. 

As of the time of writing, no fully functional software tool has been developed 
in the Green Delivery Analytics project. The current work primarily involves the 
conceptual modeling and design phase, which lays the groundwork for future devel-
opment efforts. In the upcoming phases of the project, the development of opti-
mization and forecasting models will focus on refining algorithms such as clus-
tering and regression models, which will be evaluated for their effectiveness in 
improving location and route planning as well as traffic and demand prediction. 
Additionally, various implementation technologies, including cloud platforms and 
machine learning frameworks, will be assessed to ensure scalability, performance, 
and compatibility with logistics and urban planning systems. Another project phase 
will focus on the actual implementation of the software, following the guidelines
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established in this vision document and subsequent requirements documentation. 
The value of this conceptual modeling exercise will be fully realized when the tool 
is developed and evaluated in real-world logistics environments. 

The implementation of the vision will also be accompanied by future scientific 
studies, with a focus on the following aspects: 

1. Which technologies are suitable for the implementation of such a tool? 
2. Which optimization models are suitable for the planning tool? 
3. How can business models be developed that are suitable within the three pillars 

of sustainability? 
4. What is the quality and quantity of the available data, and how can deficiencies 

in the data set be addressed? 
5. How do the shortcomings of data sources, including inconsistencies and low 

quality, affect the optimization methods? 
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Strategic Sensor Placement 
for the Identification of Disinfection 
Byproducts from Chlorinated Drinking 
Water: Case Study in the Water 
Distribution Network of Coimbra, 
Portugal 

Aristotelis Magklis and Andreas Kamilaris 

Abstract Providing clean drinking water to people worldwide is a challenging task 
due to the contaminants that tend to form in water distribution systems at any point 
in time, causing various health impacts to the consumers. An emerging contaminant 
with not well-known effects on human body is the family of disinfection byprod-
ucts (DBPs) occurring in chlorinated drinking water. Due to the complexity of their 
formation, it is very challenging to monitor and detect DBPs in a water network. By 
placing sensors throughout the distribution system, it becomes feasible to monitor 
certain environmental parameters that affect their formation and identify locations in 
the network which have high probabilities for the detection of DBPs. The problem is 
complicated due to the large number of possible DBPs and the constrained number 
of sensors available, thus a clever approach needs to be followed, especially in cases 
where prioritization of DBPs needs to be considered. In this work, we propose a 
methodology for detecting DBPs, considering a real-world case study of a cali-
brated water distribution network in Coimbra, Portugal. Different algorithms are 
investigated to satisfy different performance objectives, aiming to locate the best 
possible locations for sensor placement, toward maximizing possible detection and 
minimizing overall impact of DBPs. 
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1 Introduction 

Water quality is essential to civilian daily life. Detecting contaminants in water 
distribution networks before they reach into households is vital in order to reduce the 
number of people exposed to health risks due to polluted water. In order to detect these 
contaminants quickly, a common practice is to install sensors strategically inside a 
water distribution network (WDN), to monitor environmental parameters that can 
lead to the formation of these contaminants. However, due to very large WDNs and 
the complex nature of the problem, considering that numerous contaminants can be 
formed inside a WDN, the problem of detecting those contaminants using proper 
sensor placement is very difficult to solve. 

The most common chemical disinfectant that is used for water treatment is chlo-
rine. Disinfectant byproducts (DBPs) constitute an emerging category of contami-
nants, formed when chlorine is used for the disinfection of drinking water. When 
chlorine interacts with natural organic matter (NOM) [1], then it is likely for a 
variety of DBPs to be formed. More than 700 DBPs have been reported to date [2]. 
DBPs are generally grouped into three main categories: (i) aliphatic, (ii) alicyclic 
and (iii) aromatic [2]. Some examples of NOM include humic substances and fulvic 
acids, that can impact the color, taste and odor of drinking water. Furthermore, many 
NOMs are results of human activities, such as polycyclic and heterocyclic aromatic 
hydrocarbons which are formed due to industrial processes, agricultural runoff and 
wastewater discharge [3]. Apart from various types of NOMs, other parameters can 
affect the creation of DBPs, such as temperature, turbidity, pH, topology, temperature 
as well as the increasing human population, which leads to higher needs for purified 
drinking water [4]. Being able to detect these DBPs early would allow to minimize 
the human population exposed to contaminated drinking water. The minimization of 
the time of detection can lead to fast and drastic measures by water operations before 
the contaminated water reaches the consumer. The long-term impact of these DBPs 
is severe and can create significant health risks, such as genotoxicity and cytotoxicity 
[5]. Genotoxicity can damage the DNA, which can result in mutation and increased 
risk of cancer [6]. On the other hand, cytotoxicity can harm or kill cells, which lead 
to tissue damage and organ failure [7]. The precise effects of DBPs on human body 
are still under investigation. 

Identifying DBPs formed in chlorinated drinking water using sensors is an issue 
that has not yet been well studied because of the complexity of the formation of 
DBPs, as well as the difficulty of obtaining an accurately calibrated model of a 
WDN. Moreover, as previously mentioned, having hundreds of DBP compounds 
makes it hard to prioritize certain DBPs over others without having historical data 
of monitored environmental parameters, to understand which DBPs may form at 
certain locations or conditions inside a water network. Another challenge is the 
fact that usually operators of WDNs have limited sensory equipment available, thus 
this equipment needs to be used as efficiently as possible. It is important to note the 
difference between the type of sensory equipment available: low-end sensors monitor 
only relevant environmental parameters, such as pH, temperature, conductivity and
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more. On the other hand, high-cost sensors can directly identify DBPs, such as 
electrochemical sensors [8], gas and liquid chromatography and mass spectrometry 
[9] and others. Being able to perform strategic sensor placement of both low-cost 
and high-cost sensors is a challenge in many WDN cases. 

In this paper, a calibrated model of an existing WDN is utilized for addressing the 
problem of strategic placement of low-end sensors for the detection of DBPs formed 
in chlorinated drinking water. The contribution of this paper is the proposal of a novel 
methodology for addressing this problem, employing various techniques related to 
prioritization of DBPs, modeling of a WDN and use of algorithms for solving the 
optimization problem. The novelty of this paper lies in the proposed methodology to 
address a complex challenge which is still generally poorly investigated by the scien-
tific community. By analyzing multiple scenarios using two different approaches, 
applied in real-world settings, attempting to combine multiple methodologies to 
define strategies for the identification of DBPs, in water distribution networks. 

2 Related Work 

Several studies have explored the impact of DBPs on human health as well as their 
formation, examining which environmental parameters are the most relevant. Most 
literature regarding chlorinated DBPs focuses on the categorization of the families of 
DBPs that can be identified in a WDN. In order to estimate the formation and fate of 
DBPs, predictive models have been developed and analyzed in scientific literature. 
These models can assist in the decisions that need to be taken by the drinking water 
industry [10]. The prediction of the concentration of DBPs in the water distribution 
networks is based on the effects of different water quality and operational parameters 
in controlling DBP formation, under different environmental conditions [11]. 

Literature regarding strategic sensor placement for the detection of DBPs formed 
in chlorinated drinking water is limited due to the complexity of the subject, as 
well as the difficulty to understand their formation. The optimal placement of water 
quality sensors has been extensively studied in [12] and [13], focusing on indirect 
detection of disinfection byproducts by means of monitoring relevant environmental 
parameters, instead of actual DBP concentration in the network. 

Nevertheless, many studies have been conducted utilizing different algorithms for 
sensor placement in WDNs for detecting other contaminants such as microorgan-
isms, inorganic and organic chemicals, etc. [14]. For example, strategic placement of 
sensors for the detection of Escherichia coli and organophosphates was investigated 
in [15] and [16], respectively. Some literature focuses on the intelligent sensor place-
ment for the detection of leakages based on the changes found in the flow of the water 
in the network [17]. Moreover, multiple experiments were conducted using specific 
field sensors for the monitoring of environmental parameters that help in the forma-
tion of DBPs, such as chlorine [18], pH [19], water temperature [20] and more. 
The most important parameter that is hard to detect is NOM, however, advances 
have been made to steadily monitor and characterize it [21]. In some cases, the
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optimal sensor placement needs to take into consideration topological and connec-
tivity features of the WDN [22]. The most common algorithms for addressing the 
problem of sensor placement include heuristic approaches, genetic algorithms [23], 
the NSGA-II algorithm [24] or mixed-integer programming techniques [25]. 

3 Methodology 

The methodology for approaching the challenge of strategic sensor placement in 
WDNs for detection of DBPs formed in chlorinated drinking water is depicted in 
Fig. 1. 

Foremost, the WDN under study needs to be modeled in a digital form. Then, 
the environmental parameters that affect the formation of DBPs need to be selected, 
and some or all of these parameters need to be monitored, to extract their values 
inside the WDN. Such data is valuable to assess the seasonal and spatial variation 
of the values of the relevant environmental parameters, which in turn affect the 
likelihood of forming DBPs inside the WDN. In the following sub-sections, the 
different steps of the general methodology proposed will be analyzed in more detail, 
such as prioritization of the families of disinfection byproducts depending on the 
available environmental parameters, algorithms that could be harnessed to solve 
the strategic placement problem and performance objectives tackled for the early 
detection of DBPs. 

3.1 Step 1: Water Distribution Network Modeling 

Access to an accurately calibrated water distribution system is very important. Most 
research papers consider hypothetical networks and many assumptions [14, 24], 
and it is difficult to assess whether their proposed algorithms work in a real-world 
setting. Collecting available environmental data from water utility operators is vital, 
to understand the range of possible values, especially as the chlorine diffusion inside

Fig. 1 Methodology 
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the network and its concentration at each node/junction inside the pipe system (see 
also Step 3). For example, having higher doses of chlorine in the water network leads 
to the formation of trihalomethanes in a faster pace in the water distribution system 
[26]. If the samples contain smaller doses of chlorine, it is more likely that haloacetic 
acids and haloacetonitriles are present in the WDN [27]. 

3.2 Step 2: Sensory Equipment 

Afterward, it is important to consider the resources available for sensory equipment 
(number and type of sensors available: low-cost vs. high cost), examine the size and 
type of the network, the locations where sensory equipment can be placed inside 
the network, etc. There are many sensors that can assist in the monitoring of the 
environmental parameters, as well as analyzers that directly measure the DBPs found 
in the drinking water. However, depending on the nodes that must be covered, a 
decision needs to be made depending on the number of sensors that must be placed 
throughout the network and the cost of each sensor. Sensory equipment can be either 
low-end or high-end sensors: low-end sensors monitor only relevant environmental 
parameters (e.g. chlorine, pH, temperature, conductivity) while high-cost sensors 
can directly detect DBPs. 

3.3 Step 3: Environmental Parameters and Their Values 

There are multiple environmental parameters that assist in the formation of DBPs. 
These parameters include: (i) bromide, (ii) dose of disinfectant, (iii) water tempera-
ture, (iv) potential of hydrogen (pH), (v) composition and concentrations of NOM and 
(vi) chlorine. As previously mentioned, the most common treatment for disinfecting 
water is by using disinfectants like chlorine. Depending on the amount of chlo-
rine concentrated in the network, different families of DBPs are formed. Governing 
organizations have set safety standards for the acceptable amount of disinfectant 
dosage, to balance the amount of disinfection needed with the potential of harmful 
DBPs being formed. Regarding pH, a neutral range is vital (6.5 to 8.5), to minimize 
the formation of DBPs. Higher ranges (9.0–10.0) reduce the reaction of the chlo-
rine in the system, while lower ranges (5.0–6.0) help in the formation of haloacetic 
acids [28]. The water temperature varies in values significantly in WDNs. Generally, 
higher temperatures in the water distribution system can increase the reaction rate 
between the disinfectant and the natural organic matter, leading to an increase in the 
formation of disinfection byproducts [29]. Lastly, turbidity is a measure of level of 
particles, such as sediment, or organic byproducts in the water [30]. The compliance 
for turbidity standards is below 1 Nephelometric Turbidity unit (NTU), in order for 
water utility operators to provide safe drinking water.
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3.4 Step 4: Models Predicting Formation of DBPs 

Probabilistic models use certain criteria to predict, for example, chlorine concentra-
tions in the network, or DBP concentrations depending on the parameters available 
for input. For the development of these models, machine learning (ML) methods are 
used, such as back propagation artificial neural networks (BPANNs) [31], Random 
Forests (RFs) [32], support vector machines (SVMs) [33] and many more [34]. 
Prediction models can also be utilized for identifying concentrations of DBPs in 
the network. Depending on the DBP family under focus, different parameters that 
assist in the formation of relevant DBP compounds are used as inputs, such as pH, 
temperature, dissolved organic carbon and more. 

3.5 Step 5: Performance Objectives 

Performance metrics need to be selected wisely, and they directly relate to the deci-
sions about sensor placement. Based on literature, there are two approaches to handle 
the strategic sensor placement: either with a single performance or multi-performance 
objective approach. The aim can be: (a) to maximize the coverage of the network 
based on the selected number of sensors, (b) to minimize the time of detection of 
the contaminants and (c) to reduce the infected water consumed by the consumers. 
This leads to a multi-performance objective approach, with the main focus being 
the minimization of time of detection, in order to effectively react fact to any poten-
tial dangers that might occur in the network. Most of the metrics mentioned benefit 
from one another, since maximizing the coverage allows the minimization of time 
of detection at the same time. 

3.6 Step 6: Disinfection Byproducts Prioritization 

To effectively place sensors for disinfection byproducts, it is of outmost importance 
to highlight which families of DBPs are targeted by the sensors. For example, if the 
WDN has higher dosages of chlorine, then trihalomethanes are the DBPs targeted for 
monitoring. Another factor to consider when prioritizing DBPs is the longevity of 
each contaminant in the network. For example, trihalomethanes can survive longer 
in the pipes of the network, while, on the other hand, haloacetonitriles have very 
low longevity [35]. Considering the longevity of the DBPs, compounds that have 
higher lifetime should be prioritized. Lastly, data for certain families of DBPs is 
available, depending on the region where the water distribution is located, and the 
legal restrictions that have been applied for maintaining an average value of chlo-
rine concentration in the network. Moreover, each family of disinfection byproducts 
has different long-lasting effects on the human health, making it another factor to
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consider when prioritizing compounds for sensor placement [2]. Lastly, assuming 
it is possible to have data for each node at specific times throughout the day for 
the network, we categorize the possible families of DBPs that can be formed in the 
network (trihalomethanes, haloacetic acids, haloacetonitriles) and which precursors 
are dominant (e.g. total organic carbon, dissolved organic carbon, higher temperature 
of water). Kalita et al. [2] attempted a prioritization of DBPs based on a range of 
relevant factors. 

3.7 Step 7: Algorithms for Strategic Sensor Placement 

After the identification of the performance metrics that need to be tackled, the selec-
tion of the algorithm which will solve the strategic placement problem needs to 
be decided. As previously mentioned, the most common algorithms for addressing 
the problem of sensor placement include heuristic approaches, genetic algorithms 
[23], the NSGA-II algorithm [24] or mixed-integer programming techniques [25]. 
There can be two approaches when examining the issue of strategic sensor place-
ment. The empirical approach and the optimization-based approach. The empirical 
approach does not consider the hydraulic data of a network, instead it focuses on 
certain criteria that are vital for the placement of the sensors. For example, nodes with 
high numbers of consumers nearby, points in the network that can alter the quality 
of water instantly (source nodes) and accessible nodes where installing the equip-
ment is feasible. On the other hand, the optimization-based approach focuses on the 
implemented performance objectives, such as time of detection, population exposed 
to contamination, maximum coverage, thus aiming to detect the most optimal loca-
tions for sensor deployment. This approach requires a calibrated model, to examine 
the network thoroughly using the hydraulic data provided and run different simu-
lations and what-if scenarios to discover the best possible algorithm. Moreover, for 
smaller networks mixed-integer programming techniques are more effective due to 
their higher precision while, for larger networks, heuristic approaches can be used 
due to their faster execution, with small penalties in accuracy. 

4 Implementation 

We have implemented the methodology described in Sect. 3 using an accurately 
calibrated model of a WDN, at the civil parish Ameal e Arzila in Coimbra, Portugal 
(see Fig. 1). 

The WDN provided by the utility operators is of moderate size, includes 227 
nodes, a tank and a reservoir and is categorized as a dead-end network. Portugal 
is characterized by higher temperatures during the summer season, and relatively 
low temperatures during the winter season. Higher doses of chlorine are required 
to be added to the network when the temperatures are rising, so the formation of
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trihalomethanes in the network is favored. The environmental parameters that are 
monitored in the WDN under study are: the dose of disinfectant, water temperature, 
pH and turbidity. In our case study, the pH is in the neutral range between 6.5 and 8.5. 
Lastly, the turbidity value is steadily below 1.0, meaning that the water is purified, 
thus the levels of turbidity do not assist in the formation of harmful contaminants in 
the drinking water [30]. These ranges of values have been provided to us by the local 
operator. 

Using the software tool EPANET [36], it was possible to examine the chlorine 
concentration over time at each node. One of the first tests for simulating DBPs 
in the network was by applying the 2R bulk-reaction model using the extension 
of EPANET, EPANET-MSX. The environmental parameters considered are: chlo-
rine dosage added to the network through the tank and the reservoir, as well as 
water temperature. Without having ground-truth data, it was impossible to include 
more environmental parameters and characterize their values. The DBP families of 
trihalomethanes [37] and haloacetic acids [38] were considered in this simulation, 
due to the lack of available data for DBPs’ historical occurrence from the water utility 
operators. The EPANET-MSX model, which simulates the concentration of DBPs in 
the network, has two reactants, one fast and one slow after the initial dosing of chlo-
rine [39]. This simulation creates an output file which contains the ID of each node 
and the timestep at each step of the simulation (e.g. report of chlorine concentration 
and DBP concentration every 15 min). 

The two algorithms utilized in this case study are: mixed-integer programming 
(MIP) and the greedy randomized adaptive search procedures (GRASP). For the MIP 
algorithm, a Python model has been developed based on two Python frameworks: (i) 
Chama [40], which specializes in the placement of the sensors and (ii) WNTR [41], 
a framework specialized for simulating and analyzing resilience of water distribu-
tion networks. Moreover, for the GRASP algorithm, the Threat Ensemble Vulnera-
bility Assessment and Sensor Placement Optimization Tool (TEVA-SPOT) [42] was  
utilized, that allows the simulation of many different scenarios for any contaminant 
the user wants to create, strategic sensor placement, planning utility response to 
sensor detection and the design of the basis threat. 

The performance metrics of maximum coverage and time of detection were 
selected, to analyze the trade-offs between these performance metrics, due to their 
correlation. Having a larger number of sensors in the network automatically decreases 
the time of detection, due to the coverage. The minimization of mass consumption of 
polluted water is also another performance metric considered. The prioritization of 
the DBPs was based on the region of the WDN and the data available. The region has 
a history of formation of trihalomethanes in most networks in Portugal, this is why 
trihalomethanes are better regulated than other families of DBPs. Then, the effects of 
each compound on the consumers as well as its longevity in the network were consid-
ered. Thus, the selected family we focused on was trihalomethanes, with a focus 
on the following compounds: chloroform (CF), Dibromochloromethane (DBCM) 
and their brominated counterparts. Our prioritization strategy is aligned with the 
prioritization exercise performed in [2].
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Another important aspect of strategic placement is the type of sensors deployed, 
as previously mentioned. A range of sensors was considered during experimentation, 
assuming various scenarios of available resources and budget for sensory equipment 
by the water utility operator. 

The equations selected for the DBP predictive models developed are listed in 
Table 1. The reasoning behind the selection of these equations is their high accuracy 
and the wealth of environmental parameters involved. The selection of these equa-
tions is based on an extensive literature review we performed. The equations selected 
are based on the family of DBPs and not on individual compounds (e.g. chloroform), 
since the simulations of the strategic placement focus on the selection of the major 
DBP families. 

Through the simulation, the names of the nodes/junctions that have been selected 
for sensor placement are outputted to an excel file, in order to compare the results of 
the two algorithms. 

Regarding the MIP algorithm, for each node, up to one sensor is assigned, with 
respect to the number of sensors available. Since this algorithm has a binary nature, 
each option is either chosen (1) or not (0). Based on the defined constraints, this 
algorithm aims to provide an optimal or near optimal solution regarding the strategic 
sensor placement on a provided WDN. To satisfy the constraints, the following 
formula was implemented:

∑
a∈A αa

∑
i∈La 

daixai (1)

∑
i∈La 

xai = 1∀a ∈ A (2) 

xai ≤ si∀a ∈ A, i ∈ La (3)

Table 1 Equations for the detection of disinfection byproducts 

DBP Example equation R2 Reference 

THMs THM = 10 − 0.038 × (Cl2)0.654 × (pH)1.322 × 
(time)0.174 × (SUVA)0.712 

0.88 Uyak et al. [43] 

HAA9 HAA9 (µg / L)  = −  345 + 1.695(Temperature) 
+ 93.1(pH) − 226(UVA254) + 4.95(Cl2) + 
5.66(NO − 2 − N) + 16.6(DOC) + 0.325(NH 
+ 4 − N) 
− 0.0693(Temperature)2 − 6.41(pH)2 + 
190,821(UVA254)2 − 1.73(NO − 2 − N)2 − 
3.77(DOC)2 − 
0.01663(NH + 4 − N)2 

0.811 Okoji et al. [44] 

HANs T-HANs = 10−1.065 (Br)0.346(DOC)0.369 

× (Cl2/DOC)0.520 (t)0.238 (Temp)0.373 × (R2 = 
0.943, p < 0.0005, n = 36) 

0.943 Hong et al. [45] 
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∑

i∈L 
cisi ≤ p (4) 

si ∈ {0, 1}∀i ∈ L (5) 

0 ≤ xai ≤ 1∀a ∈ A, i ∈ La (6) 

The formulation is based on the p-median facility location problem and the goal 
is to minimize objective (1) subject to constraints (2 to 6), where A is the set of all 
scenarios, L is the set of all candidate locations, La is the set of all scenarios capable 
of detecting scenario α, αa is the probability of the scenario α happening, dai is the 
impact assessment, xai is an indicator variable that will be 1 if sensor i is installed, 
si is a binary variable that will either be 1 if sensor i is installed or 0 otherwise, ci 
is the cost of the sensor i and lastly, p is the sensor budget, meaning the number of 
sensors available for deployment. 

Regarding the GRASP algorithm, the greedy randomized adaptive search proce-
dure is used to solve optimization problems. It combines elements of greedy algo-
rithms and randomization and through iterations it aims to identify the best possible 
solutions. A candidate list is constructed with all the best possible solutions (in our 
case, the selection of nodes depending on the performance objective defined) and the 
ranking of the list is based on the parameters defined (time, mass consumed, etc.). 
The selection of the solution however is randomized, to avoid selecting only local 
optima solutions (e.g. multiple nodes near the injection location). This process is 
repeated with respect to the provided budget (number of sensors) and each iteration 
starts with a new randomized solution. 

5 Evaluation 

5.1 Maximum Coverage 

For the performance objective of maximum coverage, both the MIP and the GRASP 
algorithm were used, to identify the optimal locations for the potential detection of 
DBPs. The Pareto front in Fig. 2 showcases the results of the maximum coverage 
objective, including the minimization of time of detection at the same time. After a 
certain percentage of the network has been covered (e.g. 30 to 35%) by sensors, the 
effectiveness of further increasing the number of sensors is very low. The same proce-
dure was conducted using the GRASP algorithm to determine any major changes in 
the locations of the sensors between the two methods. Only eight nodes selected were 
different in the two approaches, without a big distance between the locations selected, 
as the next node in the network was selected instead. Thus, the two algorithms had 
similar behavior and results.
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Fig. 2 Water distribution network of civil parish Ameal e Arzila in Coimbra, Portugal 

5.2 Minimization of Time of Detection and Mass 
Consumption 

A more realistic number of 10 sensors, assuming lower-cost sensors and considering 
the size of the network, was used for examining the minimization of time of detec-
tion and reduction of mass consumption. For the prioritization of the disinfection 
byproducts family, the diameter size of the pipes was used as a parameter for the 
sensor placement, to consider the spatial variation for the formation of haloacetic 
acids and haloacetonitriles [46]. The results are depicted in Fig. 4, with the left image 
showing the sensor placement prioritizing nodes with higher concentrations of chlo-
rine, while the right image includes the diameter size of the pipes as a parameter for 
the placement. 

For the selection of nodes where spatial variation is prioritized, locations closer 
to the dead-end nodes are preferred. These nodes have a lower concentration of 
chlorine, which as previously mentioned, benefits in the formation of haloacetic 
acids and haloacetonitriles.
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5.3 Randomized Injections in the Network 

To further examine optimal sensor placement, different simulations were conducted 
based on the possibility of injecting chlorine in different locations inside the WDN. 
For example, injections of chlorine were performed at the south side of the network 
and at the east side of the network at the same time. Figure 5 shows the differences 
in placement depending on the performance objective, the left image focusing on 
the time of detection and the right image focusing on the minimization of mass 
consumption. 

Another scenario included a set number of sensors (10) and a completely random-
ized injection in the network, in order to compare the results of the two algorithms 
regarding the optimal solutions they provide for minimization of time of detection. In 
Fig. 6, the left image showcases the selection of 10 sensors utilizing the MIP algorithm 
and the right image shows the results based on the GRASP heuristic approach. 

6 Discussion 

The case study at Coimbra and the methodology followed helped to understand 
the number of sensors that should be placed inside the network, the best candidate 
locations, as well as the trade-offs between budget/cost (i.e. purchase of sensory 
equipment) and efficiency, based on the performance metrics used. Based on the 
results showcased, the optimal number of sensors for the performance metric of 
maximum coverage would be 80 sensors, to cover 35% of the network and 60 
sensors to minimize effectively the time of detection of the contaminants, as shown 
in Fig. 3. Regarding these two objectives, the related work in [24] shows similar 
results following this optimization-based approach for sensor placement. 

Due to the fact that the network provided is of moderate size, running the simula-
tions alone is enough to provide high-confident results about chlorine concentrations 
in different nodes of the network, i.e. the chlorine diffusion algorithm works well.

Fig. 3 Pareto front for 
maximum coverage of the 
network and minimization of 
time of detection
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Fig. 4 (a) Sensor placement of 10 sensors targeting trihalomethanes, (b) Sensor placement of 10 
sensors focusing on haloacetonitriles and haloacetic acids. Injection of chlorine begins from tank 
and reservoir 

Fig. 5 (a) Minimization of time of detection, (b) Minimization of mass consumption. Both 
scenarios are based on 10 sensors in the network 

Fig. 6 (a) Minimization of time of detection (MIP algorithm), (b) Minimization of time of detection 
(GRASP algorithm). Both algorithms consider the availability of 10 sensors
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Additionally, having data related to the population of the network was very impor-
tant in order to tackle the performance metric of minimizing the mass consumption 
effectively. 

6.1 Limitations 

In order to achieve better results in such a complex subject, more data needs to 
be gathered from the water utility operators at a daily basis. The environmental 
parameters that relate to the formation of DBPs need to be monitored consistently, 
so methods such as machine learning can also be implemented to have a functioning 
model to predict more precisely the family that can be formed at each node of the 
network. 

Furthermore, the installation of these sensors in the nodes in the system is some-
times a challenging task. The equipment needs to be located somewhere where it can 
be easily maintained and be safe from any dangers and to also have access to power 
and electricity. These restrictions make it almost impossible to place sensors at every 
node in the system. Most of the limitations relate to the fact that data is not available 
regarding the environmental parameters that can assist in the development of predic-
tive models as well as create better simulations and what-if scenarios. Moreover, 
the use of only one calibrated water distribution network limits the possibilities of 
experimenting with different scenarios in real-world settings. 

6.2 Future Work 

As future work, constant monitoring of the environmental parameters that assist in 
the formation of DBPs will be performed inside the pilot site, to extract useful data 
that will help to develop better prediction models. These data and models will then 
allow algorithms and simulations, such as the ones used in this paper, to achieve 
more realistic and optimized sensor placement. Regarding the prioritization of the 
DBPs in the network for the placement of the sensors, more research needs to be 
conducted regarding the longevity, the health risks associated at each DBP family 
or even at compound level. Having such data easily accessible can assist in the field 
of strategic sensor placement with diverse conditions in different water networks. 
Prioritization of DBPs needs to be embedded inside the constraint formulas when 
considering integer programming approaches, such as the ones we employ. The same 
goes for differentiating between low-end and high-end sensor devices, which is also 
an important aspect of future work. 

Moreover, we plan to deploy both low- and high-end sensor devices inside the 
actual WDN of Coimbra, Portugal, using the approach and algorithms developed 
in this paper as guidance for strategic placement. This is part of the H20FORALL 
project [47], and the pilot will run for 12 months.
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Finally, we intend to apply our methodology in other pilot sites as well, in the 
near future. 

7 Conclusion 

In this work, we proposed a methodology for strategic placement of sensors for 
disinfection byproducts formed from chlorinated drinking water, using a real-world 
water distribution network in Coimbra, Portugal as a case study. The results of our 
simulations varied depending on the family of disinfection byproducts prioritized, as 
well as on the number of sensory equipment available for placement. Different algo-
rithms were utilized to compare different scenarios based on different performance 
objectives. Our results showed minimal changes to the placement problem when 
trying different algorithms or performance metrics. We have highlighted some of the 
challenges involved, such as the lack of data publicly available from actual water 
distribution networks, which could assist in the development of predictive models, as 
well as the shortage of accurately calibrated models. By having public data available, 
for both the water distribution networks and the impact of the disinfection byproducts 
on human health, it would be feasible to simulate more realistic scenarios in existing, 
water distribution networks, allowing higher accuracy in the placement based on the 
ground-truth data provided. This would facilitate better policy- and decision-making 
in the future, tackling successfully this emerging problem of potential contamination. 
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Abstract Agriculture in Central Europe serves the purpose of food production but 
it also takes place in natural wildlife habitats. This means that disturbance of wild 
animals cannot be completely avoided. When it comes to mowing of grassland or 
harvesting, especially deer fawns are in danger because they naturally have no reflex 
of escaping. To address this, Germany has introduced legal regulations and support 
measures, including subsidies for drones equipped with thermal imaging cameras. 
These technologies are part of the “5G Smart Country” project, which focuses on inte-
grating digital solutions into agriculture. This paper presents a drone-based system 
developed within the project to efficiently detect and protect fawns during agricultural 
activities, enhancing both animal welfare and farm productivity. 
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1 Introduction 

Agriculture in Central Europe occupies a large area due to favorable cultivation 
conditions, thereby ensuring food production for the population. Simultaneously, 
agricultural lands are inhabited by various animal species, ranging from insects and 
small rodents to larger herbivores and carnivores. Since wild animals are part of 
the ecosystem and deserve protection, farmers are encouraged to preserve and even 
enhance biodiversity through their land management practices [1]. 

One of the agricultural duties includes the protection of fawns during grassland 
mowing. Deer naturally inhabit semi-open areas, making agriculturally used land 
ideal feeding grounds and preferred fawn-rearing sites. Research has shown that 
deer tend to choose bed-sites for fawns in dense vegetation and fields near forests. 
Both cultivated grasslands and taller cereal crops are suitable bed-sites. Fawns are 
especially likely to be found in areas where the surrounding fields have already been 
harvested, reducing the available protective cover [2, 3]. 

In Germany in 2023, an area of 16.4 million hectares was used for agriculture. 
The land use is divided into arable land with 11.7 million hectares and permanent 
grassland with 4.7 million hectares. Of the permanent grassland, 2 million hectares 
were used as meadows [4]. These areas are usually mown mechanically to produce 
fodder for livestock and are therefore potential fawn rescue areas. 

In their first weeks of life, fawns lack a distinct scent and remain at the location 
chosen by their mother [5, 6]. Due to their effective camouflage, it is very difficult 
to detect resting fawns. Consequently, accidents regularly occur during mowing or 
harvesting, where fawns are caught in cutting machinery, leading to their death 
or severe injuries [6]. All parties involved aim to avoid such accidents as much 
as possible. These incidents are not only devastating for the animals and the deer 
population but can also psychologically burden the farmers. Additionally, the affected 
harvest becomes unusable, representing an economic loss for the farms. For these 
reasons, and due to the duty of care required from farmers, interest in efficient fawn 
protection has significantly increased in recent years. 

To make fawn rescue more attractive, support measures for fawn rescue have 
already been launched in Germany. The purchase of drones with thermal imaging 
cameras is being subsidized [7]. Still, the workload is high resulting in the amount of 
people needed, the work in the early morning, often before sunrise, and the compli-
cated communication between drone pilot and rescue team. The presented work in 
this paper provides implications for a more efficient model of fawn rescue that could 
be adopted in practice and enhance and facilitate fawn rescue. This model workflow 
of fawn rescue was developed in the context of the “5G Smart Country” project, 
which explores the possibilities of digitalization in agriculture. This paper provides 
an efficient solution for drone-based identification of fawns on agricultural lands 
which is presented below.
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2 5G Smart Country Project 

In the BMVI-funded project “5G Smart Country,” technological development and 
its application in rural areas are being explored in the districts of Helmstedt and 
Wolfenbüttel in Lower Saxony from December 2021 to December 2024 [8]. The 
project focuses on testing various 5G applications under real-world conditions to 
assess the potential of 5G mobile communication, especially in rural areas. The aim 
is to outline the opportunities and possibilities offered by 5G, providing a decision-
making aid for potential users before their purchases, and thereby encouraging the 
adoption of 5G technology in the private sector [9]. 

The project is divided into two subprojects: “5G Smart Farming” and “5G Smart 
Forestry.“ Within the “Smart Farming” subproject, several use cases related to the 
digitalization of arable farming are investigated. It aims to leverage 5G technology 
to modernize and digitize agriculture in rural areas of Lower Saxony. It focuses on 
enhancing agricultural efficiency, sustainability, and competitiveness by developing 
and testing innovative applications and solutions. A promising application of 5G 
technology in this context is wildlife detection, specifically rescuing fawns from 
agricultural machinery. By integrating 5G technology, drones and other surveillance 
systems can be used more effectively for detecting and protecting wildlife. 

3 State of the Art Wildlife Protection and Fawn Rescue 
in Farmed Grassland 

Fawn rescue has long been a significant challenge in wildlife management, particu-
larly during the mowing of meadows and fields. Finding fawns in the field remains 
a time-consuming task, requiring a well-coordinated process. Fawns are particularly 
vulnerable in their first weeks of life due to their natural protective strategies, such 
as remaining motionless in tall grass. The mother leaves the fawns alone for addi-
tional protection, returning only to nurse them. While this strategy protects them 
from natural predators, it makes them susceptible to agricultural machinery. Each 
year, it is estimated that several thousand fawns in Germany die or are maimed by 
mowers, leading to ethical, ecological, and economic issues [10, 11]. 

Before the mowing begins, the field must be inspected, which a farmer cannot 
accomplish alone. Assistance from local hunters and volunteers is essential. Weather 
and vegetation conditions are also crucial, allowing farmers to plan the mowing a 
few days in advance. Traditional fawn rescue methods are labor-intensive, requiring 
numerous helpers. In the early morning before mowing starts, helpers form a human 
chain to comb the fields on foot, often accompanied by trained dogs, to locate 
and secure the hidden fawns [6, 11, 12]. Although this traditional method is time-
consuming and not always successful due to high vegetation and the fawns’ natural 
camouflage, modern alternatives, such as drones equipped with thermal imaging 
cameras, offer significant advantages.
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The responsibility for locating fawns lies with farmers, who are legally required 
to actively protect wildlife as stipulated in the Animal Welfare Act §17. The German 
Animal Welfare Act (TierSchG) aims to protect animals from unnecessary suffering 
and pain. Particularly relevant for fawn rescue is § 17 of the TierSchG, which states: 

“Anyone who kills a vertebrate without reasonable cause or inflicts significant 
pain or suffering on a vertebrate out of cruelty or causes it to endure significant pain 
or suffering over a longer period or repeatedly, shall be punished with imprisonment 
for up to three years or a fine.“ [1]. 

This paragraph clearly establishes that it is a criminal offense to kill vertebrates, 
including fawns, without reasonable cause or to inflict significant pain or suffering 
on them. As fawns are often overlooked during mowing and can suffer severely 
or die as a result, failing to take measures to prevent these deaths is considered 
a violation of this paragraph. Therefore, farmers are legally obligated to take all 
reasonable measures to prevent fawns from being harmed by agricultural machinery. 
This means either using traditional search methods or modern technologies such as 
drones with thermal imaging cameras to locate and secure the fawns before mowing. 

3.1 5G Technology in Wildlife Detection 

Wildlife detection benefits significantly from the advantages of 5G technology. The 
most important factors of data transmission via 5G mobile networks are:

• Real-Time Data Transmission: Drones equipped with thermal imaging cameras 
can transmit high-resolution images and videos in real time to control centers or 
mobile devices, enabling immediate response to detected animals.

• Low Latency: The low latency of 5G ensures that drone control and image 
processing occur without delay, crucial for precise navigation and quick decision-
making during rescue operations.

• AI Integration: With 5G support, AI algorithms for image and video analysis 
can be executed in real time. These algorithms automatically detect fawns and 
other wildlife and send alerts to farmers and rescue teams on the ground. 

The utilization of drone technology with thermal imaging cameras results in the 
generation of a substantial quantity of data at the point of field operation. This 
data should be processed digitally immediately. The deployment of 5G technology 
facilitates the transmission of the resulting data directly to data centers, where it is 
processed and subsequently transmitted to the user. 

According to Martin Israel [13] the fawn rescue system with drones can be 
classified into distinct expansion stages, which are delineated as follows:

• First, a tool is needed that can detect fawns by identifying their relevant attributes 
on thermal images.

• The second phase is to accelerate the process steps due to georeferencing the 
detected position.



Development of 5G Smart Farming Dashboard to Detect Wild Animals … 317

• The third phase provides an initial pattern recognition algorithm, which is applied 
to the analog video signal.

• In the fourth phase the georeferencing in particular is optimized, so that the process 
step of locating the site can be accelerated. 

The third and fourth phases, in which a pattern recognition algorithm is applied 
to the analog video signal and georeferencing is optimized to localize the fawn, are 
an essential part of current scientific work. 

3.2 Research Questions (RQ) 

1. What are the challenges and limitations of implementing 5G technology and 
drones in wildlife detection and rescue? 

2. How effective are modern methods in fawn detection and rescue? 
3. How can AI integration improve the efficiency and reliability of fawn rescue 

operations? 

4 Results 

4.1 Technical Concept 

The technical concept of the 5G project is the core framework where all project 
requirements are addressed. The two primary components of this concept are hard-
ware and software. The hardware includes Unmanned Aerial Vehicles (UAVs), 
Unmanned Ground Vehicles (UGVs), and sensors, while the software encompasses 
the dashboard (see Fig. 1), backend, AI, and the database.

A user-friendly dashboard, containing essential information and interface 
elements, is crucial for farmers, who are the primary stakeholders of the project. 
The dashboard provides three types of information: 

1. General information, such as weather data, crop yield analyses, soil conditions, 
wild animal intrusions, and weed management. 

2. Live-streaming and live geoinformation from UAVs and UGVs. 
3. Information about UAVs, UGVs, and sensors, including the ability to set work 

schedules and plans for activities such as harvesting, mowing, planting, sowing 
seeds, irrigation, and fertilization. Farmers can modify and reset this information, 
along with other mission parameters, as needed. 

For example, the interaction dashboard pages, such as the machines page, enable 
farmers to manage their fieldwork by setting timers to start or stop specific actions 
in real time (see Fig. 2). These pages also provide essential information and detect 
potential threats to crops, including animals, diseases, and weeds, both in the field
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Fig. 1 Developed concept for general information about the field (own source)

and in plantings. After presenting this initial information, the next step is to determine 
how to tackle the identified issues or challenges. 

Fig. 2 Live-streaming dashboard and machine status (own source)
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4.2 Process Description 

The UAVs are used to capture high-resolution images and live-stream videos of the 
agricultural fields. These UAVs provide valuable data for monitoring crop health, 
detecting wild animals, and assessing other field conditions. The MinIO, used to 
store the large volumes of data collected by the UAVs, is located at the German 
Aerospace Center (DLR). The aerial imagery and videos are uploaded to MinIO, 
where they are securely stored and easily accessible for further processing and anal-
ysis. Only authorized users, such as farmers and field managers, can access the data 
stored in MinIO through Keycloak, an open-source identity and access management 
solution. Keycloak provides single sign-on (SSO), user federation, and role-based 
access control. 

In the backend service, FastAPI serves as the backend service that interacts with 
the UAV data and manages the application’s business logic. It exposes RESTful 
APIs that allow users to query the UAV data, trigger processing tasks, and receive 
insights. FastAPI handles requests such as retrieving images from MinIO, processing 
data with machine learning models, or integrating with other services. The model 
used to analyze the photos is YOLO (“You Only Look Once”). Its mission is to detect 
wildlife in the field using an object detection algorithm designed to recognize and 
locate animals in images and videos in real time. 

The reason for using the YOLO AI model is its different approach compared to 
traditional methods, which often involve multiple stages such as region proposal, 
feature extraction, and classification. YOLO divides the image into a grid and simul-
taneously predicts bounding boxes and class probabilities for each grid cell. This 
allows it to process images quickly and efficiently, making it suitable for applica-
tions that require fast object detection. YOLO is also ideal for this project due to its 
speed and accuracy in analyzing photos. 

GeoServer and Leaflet are integrated into the existing system to add additional 
capabilities for geographic data management and visualization. GeoServer is a Java-
based open-source server that allows for geospatial data to be edited, shared, and 
processed [A1]. The 5G project uses GeoServer to manage and serve geospatial data 
layers related to agricultural fields, particularly the geographic position data for wild 
animals in the field. 

The interactive maps displayed by Leaflet, an open-source JavaScript library, 
provide an interface for displaying maps in web applications. Leaflet visualizes the 
geographic position of detected animals in real time for users [A2]. 

The MQTT broker (Message Queuing Telemetry Transport) serves as a crucial 
component for efficient data communication and integration between various system 
elements. MQTT is a lightweight, publish-subscribe messaging protocol designed 
for low-bandwidth and high-latency networks, making it ideal for Internet of Things 
(IoT) applications [A3]. Here’s how the MQTT broker functions within the project’s 
system: 

Data collection and transmission through sensors mounted on UGVs, UAVs, and 
other equipment publish data (e.g., images, sensor readings, environmental data)
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Fig. 3 Relationship between the different elements of the project 5G (own source) 

to the MQTT broker. The MQTT broker then handles the distribution of this data 
to the AI server. The lightweight nature of the MQTT protocol allows for real-
time transmission of sensor data, which is crucial for timely analysis of wild animal 
presence and decision-making [A4]. The interactive maps displayed by Leaflet which 
is an open-source JavaScript library provide an interface for displaying maps in web 
applications. Leaflet visualizes the geographic position of the detected animals for 
users in real time [A2]. 

The relationship between the components in the 5G project for wild animal 
detection (see Fig. 3) can be summarized as follows:

• UAVs capture live-streamed data from the field.
• MinIO stores the data captured by the UAVs.
• GeoServer manages and serves geospatial data layers, showing the positions of 

detected wild animals.
• Leaflet provides interactive map visualization of the data, displaying wild animal 

positions on the map.
• FastAPI acts as the backend service for data access and processing, detecting wild 

animals in photos.
• Keycloak handles authentication and authorization.
• Angular is the web application framework where the dashboard is designed, inte-

grating the backend, frontend, and database of the project. It also contains all 
important information and interface elements for the user.

• The MQTT Broker acts as a communication hub within the agricultural monitoring 
system, enabling efficient, scalable, and real-time data exchange between sensors, 
servers, external data sources, and user interfaces.

• MongoDB serves as a central data repository, providing a flexible, scalable, and 
robust solution for storing and managing the diverse data types generated by the 
system. It works in conjunction with the MQTT broker, application server, AI
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Fig. 4 Technical concept (own source) 

server, and frontend UI to enable efficient data handling, real-time insights, and 
comprehensive monitoring and management of agricultural operations.

Figure 4 shows the overview of the technical concept. 

4.3 The Functionality of the AI Model and Its Accuracy 

The AI model achieves a precision of 0.982, successfully detecting 98.2% of wild 
animals (see Fig. 5). Since this exceeds the target accuracy of 95%, this success 
criterion is met. A high recall indicates few false negatives, as recall measures the 
model’s ability to detect all wild animals present without missing many. With a recall 
of 0.995, the model detects 99.5% of the wildlife that is actually present. This is an 
excellent result, suggesting that the model effectively minimizes false negatives. 
Furthermore, the F1 score of 0.988 demonstrates a strong balance between precision 
and recall, indicating that the model performs well in both minimizing false negatives 
and detecting wildlife. Therefore, this success criterion is also deemed fulfilled. The 
provision of real-time detection capabilities, with a processing time of less than 
one minute, depends on components that are still under development during the
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Fig. 5 Example of predictions on test images (own source) 

deployment phase. Consequently, the assessment of this criterion’s fulfillment will 
be revisited at a later stage. 

5 Implementation 

5.1 Cross-Industry Standard Process for Data Mining 
(CRISP-DM) 

During the implementation, we followed the Cross-Industry Standard Process for 
Data Mining (CRISP-DM), which was introduced by Chapman et al. in 2000 [14]. 
This model facilitates the execution of data mining processes and comprises distinct 
phases that are represented within a project. 

Business Understanding. During the Business Understanding phase, the goal is 
to comprehend and define the business objectives. This phase is divided into various 
sub-phases: understanding the fundamentals, identifying business objectives, and 
determining the criteria for business success [15]. In our case, the objective is to
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identify and rescue wild animals with the help of AI. The next step in Business 
Understanding is the “Situation Assessment.“ In this phase, the situation is evaluated, 
and the available resources are assessed. In this context, technological resources and 
an overview of them are presented. In this work, the overview of the resources used 
is detailed in Chapter 4. 

Data Understanding. In the Data Understanding phase of the project aimed at 
detecting fawns using AI and drones, the primary objective is to collect, comprehend, 
and identify potential issues with the data gathered by the drones. This phase is 
methodically divided into several sub-phases: data collection, data description, data 
exploration, and data quality verification [15]. 

The initial step involves collecting data (Data Collection) from drones executing 
missions over agricultural fields. The drones capture real-time footage and transmit 
it directly to a Python-based AI server. This data comprises images intended for the 
identification of fawns. The next step in Data Understanding is Data Description. 
The data will be collected as images with GPS (Global Positioning System) coordi-
nates and timestamps. The subsequent steps are Data Exploration and Data Quality 
assessment. 

Data Preparation. To prepare data for modeling, several important steps must 
be undertaken. The data collected from the field should be cleaned, transformed, and 
structured using various algorithms to detect wild animals. These steps also include 
tasks such as feature selection and managing the final dataset. For the 5G project, 
this involves processing aerial images, annotating animal sightings, and integrating 
data from thermography cameras on UAVs and UGVs. Accurate data preparation 
is crucial for building effective detection models. This phase ensures that the data 
fed into the models is clean, relevant, and well-structured, which is essential for 
accurately identifying animals under different conditions. 

A part of Data Preparation is Data Augmentation. Excluding standard drone 
footage has resulted in a smaller dataset, now comprising 37 thermal images that 
capture wildlife. These images were taken during various drone flights, ensuring that 
different ambient temperatures were considered. Due to the vegetation, such record-
ings can only be conducted in the spring, coinciding with the spring mowing, and it 
is not possible to expand the dataset with new recordings for this study. 

To increase the dataset and enhance the success of model training, new data 
points were generated from the existing data using data augmentation techniques 
(see Fig. 6). Data augmentation involves artificially creating new data by modifying 
the original dataset. Various techniques were applied to the original images, including 
random rotations, transformations along the horizontal and vertical axes, cropping 
(either randomly positioned or centered), as well as random zoom levels, scaling, 
and resizing. This approach enables effective model training even with an initially 
small dataset.

For this purpose, the Python library Augmentor was utilized. Augmentor employs 
a stochastic approach, using building blocks that allow operations to be combined 
in a pipeline through which the images are processed [16]. Therefore, in this study, 
data augmentation was also performed using Augmentor.
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Fig. 6 Example of Data augmentation (own source)

Modeling. For wildlife detection, YOLO (You Only Look Once) is used for 
object detection due to its efficiency and speed. YOLO, based on Convolutional 
Neural Networks (CNNs), allows for object detection with a single pass through the 
network, predicting multiple bounding boxes and class probabilities simultaneously. 
This architecture offers advantages over traditional methods by enabling the rapid 
identification of objects, making it suitable for images, videos, and live feeds. YOLO 
can process up to 45 images per second on a Titan X GPU, with potential speeds of 
up to 150 images per second with increased computational power. 

Unlike other real-time systems like Faster R-CNN, which separate classification 
and regression outputs, YOLO uses a regression approach, resulting in fewer back-
ground errors. Since YOLOv5, the models have been fine-tuned to balance speed 
and accuracy, with various model scales (nano, small, medium, large, and extra-
large) catering to different applications and hardware requirements. This flexibility 
allows YOLO to be optimized for edge devices and used in real-time detection for 
autonomous vehicles and precision agriculture [17–19]. 

Evaluation. The evaluation phase involves testing the detection models to ensure 
they meet the desired performance metrics. This includes validating the models 
with new data, testing in real field conditions, and measuring detection accuracy, 
false positives, and response times. Evaluation ties the modeling phase back to the 
original goals of the 5G project in improving agricultural practices. If the models 
don’t detect animals accurately or in a timely manner, the project may need to revisit 
earlier phases to improve the data or models. Evaluation ensures that the system is 
reliable before it’s deployed in the field. 

Deployment. Deployment involves integrating the detection models into a real-
world system. This includes implementing the models in UAVs and UGVs, deploying 
monitoring dashboards using Angular, and setting up automated alerts when wild 
animals are detected. Deployment is the culmination of all the previous phases, 
where the system is put into action to achieve the main goals of the 5G project. Once 
deployed, the system will actively monitor fields, detect animals, and help prevent 
accidents involving wild animals in the field. 

Reflecting on the process of this work, it is crucial to evaluate whether all relevant 
factors have been adequately addressed and to what extent the insights gained can 
be applied to future projects. Initially, the project involved a thorough analysis of the 
requirements, using the goals and success criteria from the 5G project for wildlife 
detection. With the usage of AI and thermal cameras wild animals can be detected
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Fig. 7 Difference between a thermal camera (left side) and a normal camera (right side) (own 
source) [20] 

more efficiently (see Fig. 7). The fawn is in Fig. .7 on the image (normal camera) 
not visible but with thermal camera. 

6 Discussion and Outlook 

The use of 5G technology, drones with thermal cameras, and AI servers in the 
“5G Smart Country” project facilitates more effective and targeted collaboration 
among farmers, hunting associations, and conservationists to protect wildlife while 
enhancing agricultural production efficiency. This demonstrates how modern tech-
nology can contribute not only to productivity but also to animal and environ-
mental protection. Additionally, the legal obligation underscores the necessity and 
importance of fawn rescue measures, placing responsibility firmly on farmers. 

RQ1: What are the challenges and limitations of implementing 5G technology 
and drones in wildlife detection and rescue? 

The implementation of 5G technology in wildlife rescue with drones offers several 
benefits that significantly enhance the efficiency, accuracy, and reliability of rescue 
operations. Higher data transmission rates, lower latency, more reliable connections, 
increased capacity for connected devices, improved edge computing utilization, and 
expanded deployment possibilities are key factors that can substantially improve the 
success of wildlife rescue operations with drones. Through the use of 5G, fawns and 
other wildlife can be protected more effectively from dangers, making an important 
contribution to animal welfare and biodiversity conservation. 

Despite promising advances, several challenges hinder the widespread adoption 
of these technologies. These include the acquisition costs of drones and thermal 
cameras, the need for trained personnel to operate the drones, and regulatory 
hurdles regarding the use of drones in agriculture. Nonetheless, these technolog-
ical innovations offer a promising perspective to significantly improve the efficiency
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and humaneness of fawn rescue, thus making a valuable contribution to wildlife 
protection. 

RQ2: How effective are modern methods in fawn detection and rescue? 
Drone-based rescue operations are significantly faster than traditional methods. 

In comparison to the current method, it shows a noteworthy improvement. Regarding 
manual drone flights, the act of flying in straight lines is often found to be challenging 
and less precise. In automated flight route planning, algorithms optimize the flight 
routes of the drone to ensure more efficient coverage of the area, which enhances 
the reliability of fawn rescue. This approach not only improves efficiency but also 
reduces the need for a large number of personnel. 

Conversely, the provision of drone-based fawn rescue is only gradually being 
introduced in more regions. A crucial factor is the restricted timeframe for the appli-
cation and the considerable expense associated with this modern technology. The 
objective of the optimization process is to maximize the area output, while ensuring 
that no fawn is overlooked [13]. It is therefore necessary to enhance the efficiency of 
the wildlife rescue system and reduce the cost of the technology in order to provide 
a greater incentive for its use in agricultural contexts. 

RQ3: How can AI integration improve the efficiency and reliability of fawn rescue 
operations? 

Manual flying in a straight line is challenging with a drone. Due to automated 
route creation, the drone flies more efficiently. With a planned flight mission, the 
processes are controlled and the parameters along the route are known. When fawn 
detection is indicated, it is important to achieve the highest possible level of precision 
to ensure that it is actually a fawn and not another heat source. This is where the AI 
helps, enabling targeted identification through learned patterns. 

The incorporation of artificial intelligence into the field of fawn rescue operations, 
particularly in conjunction with drone technology, provides a notable enhancement 
in efficiency and reliability. In comparison to human operators, who require a longer 
period of time to interpret data or images, artificial intelligence enables the accel-
eration of decision-making processes and a higher degree of consistency in results. 
This is particularly advantageous in time-critical wild animal rescue operations. 
The deployment of AI mitigates the risk of human error, such as erroneous judg-
ments about environmental conditions or misinterpretations of data. This is of crucial 
importance to ensure the safety and well-being of the fawns. Errors in identification 
may result in the failure to implement potential rescue measures or the infliction of 
harm upon the animals in question. The precision of AI systems enables the reliable 
identification of fawns. 

The application of drones in combination with AI systems enables imme-
diate data processing, for instance through thermal cameras, for the detection of 
fawns. The accelerated, automated recognition process reduces the time required for 
identification and improves the probability of a successful rescue (Fig. 7). 

To further improve precision, the flight route could be adjusted during the mission 
based on the reliability of fawn detection. For instance, if detection accuracy falls 
below a certain threshold, adjustments such as using more powerful technology 
or lowering the flight altitude may be required. An algorithm could be designed
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to manage this optimization process. If necessary, the algorithm could generate an 
intermediate mission for more detailed imagery, ensuring reliable detection in a short 
time. 
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of Current CCS and CCU Technologies 

Josua Benz , Konstantin Blank, Silvio Hötzel, Jonas Just, Charlotte Lau, 
Franziska Schicks, Nicolas von der Ahe, and Jochen Wittmann 

Abstract This research paper comprehensively reviews current carbon capture and 
storage (CCS) and carbon capture and utilization (CCU) technologies. A thorough 
literature review served as the basis for compiling an overview of the prevailing 
technology landscape. Furthermore, the study examines the different pathways of 
the technologies in a life cycle analysis (LCA) concerning their efficiency in terms of 
carbon footprint. The analysis shows that some processes are highly energy-intensive, 
underlining the need for renewable electricity to minimize CO2 emissions. However, 
the study also points out several challenges, including incomplete data and unknown 
variables that hinder the implementation and evaluation of these technologies. In 
addition, the criticisms and limitations associated with CCS and CCU stress the 
need for further research and development in this critical area.
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Keywords Carbon capture and utilization (CCU) · Carbonation · Carbon 
footprint · Ex-situ · Harmonization · Life cycle analysis/assessment (LCA) ·
Mineralization · Negative emissions technologies (NETs) 

1 Introduction 

The Paris Agreement is a crucial milestone in global efforts to mitigate climate 
change and underlines the urgent need for nations to work together to reduce green-
house gas emissions. Carbon Capture and Storage (CCS), the process of trapping 
and storing Carbondioxide (CO2) emissions, and carbon capture and utilization 
(CCU), the transformation of CO2 into valuable products, are crucial technologies 
for meeting the agreement’s ambitious targets. In CO2-intensive industries like the 
cement industry, capturing and mineralizing 1t of Carbondioxide equivalents (CO2-
eq) could avoid over 1t of CO2-eq emissions by substitution of conventional produc-
tion [1]. However, the pressing issue is how effectively these technologies can fulfill 
current commitments and drive progress. 

Understanding the opportunities and limitations of these technologies is essential 
to assess their potential to achieve the goals set out in the Paris Agreement. While 
there is extensive research on the individual aspects of these technologies, there still 
needs to be a notable gap in synthesizing this knowledge into a coherent framework. 
Therefore, our aim is twofold: to consolidate the existing research into a compre-
hensive overview and to assess the collective potential of CCS and CCU to meet 
global emission reduction targets in terms of their carbon footprint1 , evaluated by a 
Life Cycle Assessment (LCA). In addition, our analysis will highlight existing data 
gaps and areas that require further investigation, thereby contributing to the ongoing 
discourse on climate change mitigation strategies. 

2 Literature Review 

In recent years, multiple studies have conducted literature reviews on Life Cycle 
Assessment in mineral carbonation systems. [2] reviewed 27 LCAs to compare the 
environmental impacts of CCS and CCU systems. They found 16 studies focusing on 
CCU and eleven studies on CCS without a deeper explanation of the search method. 
Researchers carried out 15 of the 16 studies on CCU between 2008 and 2013 and one 
in 1999. [2] concluded that although the Global Warming Potential (GWP) of CCS 
(in-situ) is lower than in CCU (ex-situ), other environmental impacts are higher. We 
recalculated some studies using 1t of removed CO2 as the functional unit to enhance 
comparability.

1 total amount of greenhouse gases produced directly and indirectly by a certain activity, usually 
measured in metric tons of CO2 equivalent 
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More recently [3] carried out a comprehensive bibliometric analysis of publica-
tions about LCA on Carbon Capture, Utilization and Storage (CCUS) technologies 
from 1995 to 2018. By using the search string below, they found 234 publications 
(after preprocessing). They conclude that the broader usage of LCA methods on this 
topic started from 2007 onwards. 

A systematic literature review was conducted by [4], where they found 29 relevant 
articles about LCA regarding CCU. We searched the databases of Emerald Insight, 
JSTOR, RCS, ScienceDirect, Scopus, SpringerLink, Web of Science, and Wiley 
using the following keywords: 

In conclusion, [4] points out various aspects of the LCAs, such as methodology 
and handling of multifunctional processes. Most studies have a shared focus on 
climate change or GWP as the assessed impact category. In terms of technology, they 
found that 17 out of the 29 studies were using direct aqueous carbonation as their 
carbonation route, with indirect aqueous carbonation being the next most frequent, 
with eight studies. Based on their findings, [4] were able to carry out a meta LCA to 
compare the different technologies. 

Therefore, this paper will build on the work from [4], which examined the envi-
ronmental impacts and technological advances of CCS and CCU. Research in this 
area has grown exponentially in recent years, reflecting the increasing global impor-
tance of climate change mitigation efforts. Thus, this paper considers more recent 
studies published between 2022 and 2024.
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2.1 Methodology 

Based on [5, 6], we conducted a systematic literature review. Due to time and 
access constraints, two licensed databases—ScienceDirect2 and SpringerLink3 — 
were searched. First, a keyword table was created based on the research question. In 
order to find new articles matching the work of [4], we selected similar keywords 
for the search string. The search string was slightly adapted for each data source to 
achieve better results. The search period was limited to 2022-2024, as the focus of 
this project was primarily on recent research developments . 

SpringerLink 
The search string below yielded 578 results. By excluding books to focus on the 

latest research, we narrowed down the results to 47 hits. After skimming the head-
ings, we excluded 15 articles because they were not thematically relevant (focus on 
agriculture, human genetics, specialized steel processes, or thematically to general). 
After reading the summaries of the remaining 32 articles, we excluded 24 articles 
because they had a different focus (digital farming, bacteria for recycling concrete, 
methods for producing bio-hydrogen, anaerobic digestion of energy crops, hydrogen 
supply chain, or human and planetary health implications of negative emissions 
technologies). 

ScienceDirect 
The search string below returned 23 results. After skimming the headlines and 

reading the abstracts, we identified 13 relevant articles. 

2.2 Literature Review Since 2022 

As mentioned, we found 21 publications in the SpringerLink and ScienceDirect 
databases. We had to exclude two of these because of access limitations. We reviewed 
the remaining 19 results regarding the following aspects:

• Was an LCA or a similar method carried out?

2 https://www.sciencedirect.com. 
3 https://link.springer.com 

https://www.sciencedirect.com
https://link.springer.com


Overview, Evaluation and Comparison of Current CCS and CCU Technologies 335

• Which CCUS-technologies are used?
• other information concerning technology, such as carbonation route, feedstock, 

CO2 source, etc.
• other information concerning LCA, such as functional units, system boundaries, 

system products 

Four publications were carried out or included an LCA or a similar method. 
One of these was a meta-LCA based on a literature review [7]. There have been 
14 publications featuring the topic of mineral carbonation or carbon mineralization. 
Apart from that, at least twelve also featured other technologies, such as synthetic 
fuels, oil recovery, horticulture, biochar, etc. Overall, five publications consisted of 
or included some kind of systematic literature review. Since the number of results 
that included an LCA concerning mineral carbonation is limited, it does not seem 
suitable to analyze these publications in the same way as [4]. Instead, the most 
relevant new studies and their most important results will be summarized. Still, as a 
first result, the review of publications since 2022 indicates a need for up-to-date LCAs 
on mineral carbonation [8]. summarizes several LCAs concerning negative emission 
technologies (NETs), including mineral carbonation. Only three of the ten regarded 
LCAs conducted an impact assessment on factors other than climate change. The 
functional units differed between the mass of CO2 removed, the amount of energy 
produced from CO2 source (power plants), or the mass of slag (feedstock). 

That also translates to the LCA on cement, paper, and rubber substitutes by [9] 
found in the systematic literature review as they only considered climate change as 
an impact category and 1t of the product as the functional unit. They have found that 
although paper fillers made of carbonated materials have the highest relative footprint 
reduction, the overall highest emission reduction potential lies in the cement industry 
because of its large market volume. 

The other LCA found by [10] focuses on off-grid direct air carbon capture and 
storage systems (DACS). Note that this study considered in-situ carbonation, falling 
outside the scope of our work. We define 1t of removed CO2 as the functional unit 
and assess 16 impact categories. 

Reference [11] analyzed different pathways for producing liquefied biomethane 
by applying a life cycle climate impact assessment. They chose a well-to-wheel 
approach, and therefore, the functional unit was 1 km of transport with a 40-tonne 
long haulage truck. Utilization of CO2 focused on methanol production, concrete 
curing, refrigeration, and CO2 storage but not ex-situ mineral carbonation. 

Finally, [7] reviewed studies that used the methods of LCA and concluded that 
the carbonation of alkaline solid wastes could bring environmental benefits. 

2.3 Categorisation and Overview of Technology Landscape 

The main aim of the research project was to comprehensively map the technology 
landscape and enable a comparative analysis of different technologies. Various
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Fig. 1 Overview of technology landscape (own illustration) 

studies and sources were combined to create a complete picture of CO2 utilization 
through mineralization. This summarized overview is presented visually in Fig. 1, 
divided into three main sections: Inputs, Processes and Outputs. 

The figure shows inputs and outputs as ovals and the processes as rectangles. 
Most technologies have the same basic steps, including carbon capture, feedstock 
supply, pre-treatment, carbonization and post-treatment. However, a closer look at 
these process components reveals significant differences between technologies, high-
lighting the complexity and nuances in this area. The extensive overview attempts to 
summarize as many details as possible. Nevertheless, it is not nearly complete, but 
it offers a deeper insight into the technology landscape. 

3 Meta-Model 

A model is required to execute a LCA calculating the environmental impact 
of technologies and processes. LCAs of carbon mineralization face the chal-
lenge of modeling many different processes and materials simply and compa-
rably. For this reason, we developed a simplified meta-model. The model should 
consider the complexity of the various processes and feedstocks involved in carbon 
mineralization. 

Problems creating a meta-model Carbon mineralization involves various 
processes depending on the technology and feedstock used. These processes include 
CO2 capture, the reaction of CO2 with mineral materials, the transport of materials 
and products, the pre-treatment of feedstocks, the further processing of products, 
and the utilization of electric energy, heat, and water. Modeling these processes in
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a single comprehensive LCA model can be highly complex and resource-intensive. 
Some of the specific modeling issues we encountered during this study are: 

Technology pathways: various technologies and approaches to carbon mineral-
ization can differ greatly in their processes, materials, and environmental impacts. 
Modeling this diversity requires the development of a flexible model that can 
accommodate the different technologies without becoming too detailed. 

Feedstock diversity: Feedstocks for carbon mineralization can vary widely and 
include natural minerals (like olivine or serpentine), waste products (like steel slag, 
ashes, etc.), and CO2 from various sources. Each feedstock has different proper-
ties and requires different processes and conditions to optimally capture CO2. The  
model must analyze the varying environmental impacts resulting from the different 
resources and energy amounts required by each feedstock. 

Interactions between processes: The various carbon mineralization processes 
interact in complex ways that influence the system’s overall performance and environ-
mental impact. These interactions must be integrated and simplified into the model 
to enable a holistic assessment. 

Requirements for the meta-model We developed a simplified meta-model to 
analyze the complexity of different carbon mineralization technologies and ensure 
comparability between different technologies and feedstocks. This meta-model 
should be an abstract model that simplifies the structure and behavior of the complex 
system by identifying the most critical factors and relationships. We intended the 
meta-model to have the following characteristics: 

Simplification: The developed meta-model should reduce the complexity of 
carbon mineralization by eliminating unnecessary details and boundary effects. The 
goal was to abstract the different processes of the various pathways at a superordinate 
level and to summarise sub-processes. 

Comparability: The meta-model should enable the comparability between 
different technologies and feedstocks by using consistent processes and a common 
functional unit as an assessment reference to quantify the relevant environmental 
impacts. 

Parameterization: It should be possible to parameterize the meta-model to enable 
the variation of relevant variables such as energy consumption, input quantities, and 
outputs. In this way, the user can execute various scenarios and sensitivity analyses 
to investigate the effects of changes to the input parameters. 

Development of the simplified meta-model Based on the literature review 
described in Chap. 1, we analyzed various existing LCAs concerning the technolo-
gies, feedstocks, and process steps described. The relevant processes were determined 
based on these LCAs and the described models. The goal was to identify the intersec-
tions between the different models and determine generally applicable processes for 
the various pathways. Carbonation itself and the necessary pretreatment are the main 
processes at the center, accompanied by feedstock supply and CO2-supply-processes 
on the input side and the post-processing on the output side. A possible utilization 
of end-products is not covered by the proposed meta-model because no meaningful 
generalising model assumption can be made at this point due to the large number
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of usage options. The next step was to implement this model in the LCA-software 
Umberto to carry out the LCA for various carbon mineralization pathways. 

4 Life Cycle Assessment 

LCA is a method used to comprehensively analyze a product’s or technology’s envi-
ronmental impact over its life cycle. The ISO 14040 [12] and ISO 14044 [13] stan-
dardize and describe the procedure and structure of an LCA. Despite being stan-
dardized, LCAs in the field of carbon mineralization are challenging to compare, 
as critical factors such as the functional unit, system boundaries, and individual 
processes can be selected differently. For this reason, a guideline for implementing 
LCAs for carbon capture was used as a basis for this study [14]. 

4.1 Goal and Scope 

The main objective of this LCA is to quantify and compare the environmental impact 
of different carbon mineralization processes with the developed meta-model. There-
fore, testing the meta-model with actual data is another study objective. The assess-
ment concentrates on the carbon foot-print caused by the different technologies. Such 
a comparison helps drive the development and implementation of environmentally 
friendly carbon capture technologies and, thus, significantly contribute to reducing 
global CO2 emission. Carbon mineralization is an approach for permanently storing 
carbon by reacting and binding carbon dioxide in a stable mineral form [15]. For 
this reason, we defined the functional unit in this study as 1t of CO2 bound by a 
carbonization process. This choice provides a direct and comparable benchmark for 
assessing different carbon capture technologies and processes. With this definition of 
the functional unit, we can cross-check the CO2 emissions from all activities during 
the mineralization. If the emissions are less than 1t of CO2 eq per tonne of bound 
CO2, we can state that the emissions are net-negative, i.e., CO2 the process removes 
from the atmosphere. 

The system boundaries of this LCA were defined to consider the direct environ-
mental impacts of the carboniza- tion processes. It was decided not to include the use 
of potential end products that could result from carbonization processes in this anal-
ysis. This focus allows a more accurate assessment of the carbonization technologies’ 
environmental impacts without being distracted by variable application contexts, use 
scenarios and substitutions. The CO2 supply was included in the system boundary, 
as the process of CO2 supply can require a huge amount of energy and is, therefore, 
a decisive factor in determining the environmental impact of carbon mineralization. 
In this study we considered direct air capture and point sources, such as industrial 
facilities, as CO2 sources.
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Fig. 2 Screenshot of our developed model for LCA in Umberto

Umberto was used to implement the developed meta-model and calculate the 
environmental impact. In Umberto, the relevant process parameters and resource 
inputs were mapped in the model. Figure 2 shows the implemented Umberto model. 
To simplify the modeling in Umberto, we made the following assumptions: 

• Identical transport (60km by lorry) for the feedstocks was assumed in all pathways
• Electricity generation based on the German electricity mix
• For comparison, label certified electricity from Switzerland with renewable 

energies
• Heat from natural gas
• Non-existent extraction of olivine and serpentine in Umberto was replaced by a 

comparable process of limestone extraction 

4.2 Life Cycle Inventory and Data Situation 

We had to obtain reliable data for different carbon mineralization pathways for the 
analyses on the developed meta-model. Own measurements or actual data from 
a company were not available. For this reason, we analyzed the data from LCAs 
found in the literature review to identify relevant data. This data research results in 
a collection of data presented in several tables, sorted according to the processes 
described in the meta-model. For further investigation, we found data on various 
technology pathways (direct and indirect). It was also important to consider data 
for different feedstocks, because they have a considerable influence on the mass 
balances of inputs and outputs. Data was found for olivine, serpentine, and various 
waste materials such as steel slack [1, 16, 17].
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In addition to the data collected, various libraries and markets were used in 
Umberto to enable realistic modeling of the energy requirements [18]: market for 
transport, freight, lorry 16-32 metric ton, EURO6 [RER]; market for lime [RER], 
market for electricity, medium voltage [DE]; market for electricity, medium voltage, 
label-certified [CH]; market for heat, district or industrial, natural gas [Europe 
without Switzerland]; market for water, ultrapure [RER] (only for serpentine ); 
market for blast furnace slag [GLO] (rotary packed bed pathway). 

During the data research, we identified several issues and challenges: 
Up-to-date data: Up-to-date data is essential to correctly map technological 

developments and trends to obtain meaningful results in the LCA. Our data research 
revealed that in some cases, only older data (for example [16]) is available for indi-
vidual processes and that this data formed the basis for various other LCAs found in 
the literature review [compare 1, 17, 19]. We must critically question whether this 
data is still meaningful today and reflects the current state of the art. 

Accessibility of the data: In our data research, we have encountered problems 
with restricted access to specific datasets or data not being published in full. Reasons 
for this could be data protection, commercial interests, or other legal and administra-
tive reasons. Due to the limited data available, we could not guarantee completeness 
across all carbon mineralization pathways in our LCA. We could only map and 
analyze the processes and technologies for which data was available. 

Accuracy: The accuracy of the data is crucial, as incorrect or inaccurate infor-
mation can lead to false conclusions. That applies, in particular, to data on the inputs 
and outputs of the individual processes and on energy consumption. As we have not 
measured any data, we have to rely on third-party information for the data we use. 
Note that some of the data come from experiments under laboratory conditions [20, 
21, 22, 25]. For this reason, we can only make limited statements about our results 
for industrial and scaled applications where other conditions may exist. 

Consistency: Data consistency is a critical factor in comparing different studies, 
technologies, and locations. As already described, there is the problem that sometimes 
only limited data can be retrieved, or data is only available for individual processes. 
For this reason, we combined our data from different sources. This results in a loss of 
consistency, as data generated under different conditions and for different purposes 
is correlated and summarized. 

4.3 Life Cycle Impact Assessment 

The created meta-model enables the modeling of different CCS methods but builds 
on a limited data situation. In order to obtain meaningful results with the meta-
model, we attempted to perform the impact analyses with data that was as coherent 
as possible. For this reason, this impact assessment focused on modeling the five path-
ways described in [1]. We implemented the meta-model with the modeling software 
Umberto LCA+.
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Carbonation occurs in the direct pathway with a continuously stirred tank reactor 
(CSTR) without any intermediate steps. The pre-treatment and carbonation condi-
tions depend on the feedstock. Data for olivine and serpentine were available in the 
study. Olivine is mined and prepared by grinding and milling in the pre-treatment 
stage. In the subsequent carbonization, the pulverized olivine reacts with water and 
CO2 from the CO2 supply. After that, the results undergo further processing in the 
post-processing stage. The procedure with serpentine is the same except for the 
pre-treatment stage. Magnetic separation isolates the iron, and heat treatment is 
required. The pathway OlivineCSTR100 is based on the study by [23]. The pathway 
SerpentineCSTR115 described in [1] referenced results from [16]. 

These sources also investigate the direct process using a rotary-packed bed reactor 
(RPB). This RPB often uses steel slack as a feedstock. Steel slack is a waste product 
in various industries, requiring no additional extraction process. After grinding, it can 
react with CO2. The RPB process offers several advantages, including using off-gas 
containing 15–20% CO2 instead of pure CO2. Furthermore, the waste product steel 
slack is utilized as feedstock, resulting in possible cost and energy savings [1, 24]. 

In addition to these direct concepts, [1] describe two indirect pathways examined 
in this study using the meta-model. These are the Nottingham pathway and the AA 
pathway. Serpentine is usually the feedstock for both of these pathways. Pre-treatment 
and post-processing in the AA pathway correspond to the direct concepts, while it 
takes intermediate steps in the carbonation. The serpentine reacts with ammonium 
sulfate in a solid-solid reaction, and the actual reaction with CO2 follows afterward 
Romao (2012). In the Nottingham pathway, the actual carbonation also takes place 
in two steps: first, an aqueous extraction and then an aqueous carbonation. In the 
Nottingham process, the feedstock supply and the pre-treatment stage are identical 
to the direct processes, as serpentine is also used as feedstock here. One exception 
is heat treatment during pre-treatment, which is unnecessary for the Nottingham 
Pathway. During the carbonation, the serpentine initially reacts with ammonium 
bisulfate in an aqueous reaction to generate a magnesium-rich solution that reacts 
with CO2 in the second stage and binds the CO2. The described Nottingham Pathway 
in [1] is based on [20]. 

With the modeling, we aimed to analyze which process is responsible for how 
much of the CO2 emissions. The model was calculated once with the German 
electricity mix and heat from natural gas and once with a green electricity mix. 
Due to the data availability, which usually only contains energy consumption for a 
single process, we analyzed only CO2 equivalence. However, this does not mean that 
other influences are irrelevant; instead, there is insufficient data to provide further 
information on other aspects. 

Figure 3 shows the results for the German electricity mix. The CO2 equivalence is 
positive in two methods, implying that the process produces more CO2 than is stored. 
In the Rotary packed bed pathway, the CO2 equivalence for the feedstock supply is 
negative, as it uses a blast furnace slag here. Umberto LCA+ rewards further use of 
this waste product with a negative CO2 equivalence. For the Nottingham Pathway and 
Rotary packed bed pathway, no energy is required for the CO2 supply, as emissions 
from point sources, such as industrial facilities, are used here. We then calculated
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Fig. 3 CO2-eq for different mineralization pathways with German energy mix 

all five models using green electricity. Due to the lack of a sustainable heat source 
in the Ecoinvent database, we also used green electricity as the heat source in these 
models. The results can be seen in Fig. 4. 

All energy-intensive processes now have a significantly better CO2 equivalence, 
and all methods store more CO2 than they emit. On the other hand, the feedstock 
supply and transport processes still generate almost the same amount of CO2 and are 
therefore responsible for a large proportion of CO2 emissions. The latter happens 
because we include the pre-chains in these steps using data from Ecoinvent. We 
assume current rock extraction and transport conditions, not future conditions, that 
could decarbonize these steps. In all models, CO2 is permanently bound in rock, 
i.e., long-term storage. We did not investigate other methods like producing e-fuels, 
which are burnt later in their lifecycle, emitting CO2 again.

4.4 Life Cycle Interpretation 

The results from diagrams Figs. 3 and 4 show that the energy-intensive processes 
are responsible for the CO2-eq in particular. Using renewable electricity can avoid 
a large proportion of the CO2 emissions caused by the storage of CO2. Until this 
is the case, CSS only makes limited sense. The Nottingham pathway is particularly 
striking, as this process emits significantly more CO2 than is stored under the current 
German electricity mix. That leads to the conclusion that CSS only makes sense if 
the electricity mix is entirely renewable. 

It is worth noting that there is an issue with the data situation. For various process 
steps, data from different sources, including data obtained in laboratory situations,
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Fig. 4 CO2-eq for different mineralization pathways with renewable energy mix

were used in the analyzed studies. There needs to be empirical data on how energy 
use in large commercial systems will scale and develop. 

5 Discussion 

The LCA conducted in this study offers critical insights into the environmental 
impacts of CSS and CCU technologies. It underpins the urgent need for sustainable 
energy sources to power these technologies. Our findings highlight the challenges 
we must address to maximize the potential of CSS and CCU in effectively mitigating 
CO2 emissions. 

5.1 Energy Intensity and the Need for Renewable Energy 

One of the most significant challenges highlighted by our analysis in Sect. 4.4 is 
the energy intensity of current CSS and CCU processes. The dependency on non-
renewable energy sources not only undermines the overall carbon footprint reduction 
but also raises concerns about these technologies’ sustainability and net environ-
mental benefits. The transition to renewable energy sources is imperative to ensure 
that CSS and CCU technologies contribute positively to climate change mitigation 
efforts. This shift would align with the global push towards decarbonization and 
enhance the technologies’ appeal from an environmental perspective.
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5.2 Data Gaps and the Importance of Comprehensive Data 
Collection 

As elaborated in Sect. 4.2, our study also reveals substantial gaps in the available data, 
particularly regarding up-to-date information on the energy consumption and envi-
ronmental impacts of CSS and CCU processes. These gaps hinder the ability to make 
informed decisions and assess the technologies’ viability and effectiveness. There-
fore, there is a pressing need for standardized data collection methods and increased 
transparency in reporting to facilitate more robust and comprehensive LCAs. Our 
findings align with a consensus; most papers examined in the literature review share 
that collaboration among academia, industry, and regulatory bodies is essential to 
establish uniform data collection frameworks and databases. 

5.3 Technological Innovation and Scalability 

The tone of the examined papers in the detailed literature review also highlights the 
importance of technological innovation in improving the efficiency and scalability 
of CSS and CCU technologies. Advances in process optimization, material sciences, 
and system integration are critical to overcome current limitations and reducing costs. 
Furthermore, exploring novel CO2 capture and conversion pathways could open up 
new avenues for carbon utilization, thereby expanding the potential applications and 
markets for CCU products. Continued investment in research and development is 
crucial to accelerating these innovations. 

5.4 Policy Implications and the Role of Incentives 

The findings from our study show a need for supportive regulatory frameworks and 
incentives to promote the adoption and development of CSS and CCU technologies. 
Policies aimed at internalizing the cost of carbon emissions, such as carbon pricing 
mechanisms, can enhance the economic viability of CSS and CCU. Additionally, 
targeted subsidies, tax incentives, and funding for research and development can 
accelerate further development.
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6 Summary 

This research report examines various studies on CCU and CSS. In addition to 
reviewing already completed literature analyses, we conducted a literature search for 
the years 2022–2024. Based on this, we created an overview of the prevailing tech-
nology landscape. This foundation enabled us to develop a meta-model and conduct 
life cycle assessments on various technologies. The LCA results show that the type 
of electricity used significantly affects the overall efficiency of the technologies, 
especially in reducing the carbon footprint. 

We identified numerous challenges and points of criticism. These include incom-
plete or outdated data, methodological weaknesses, and a lack of research in certain 
areas. Nevertheless, the analysis shows that CSS and CCU could contribute to 
achieving the 1.5-degree target of the Paris Agreement. The paper underlines the 
importance of further research and development in this area to fully exploit the 
potential of CSS and CCU and achieve the goals of the Paris Agreement. 

7 Outlook 

Looking to the future of these technologies, it is clear that despite the progress made 
in developing CSS and CCU, there still needs to be more research. In particular, 
existing data gaps need to be closed to make informed decisions about implementing 
and scaling these technologies. A key focus of future research should be on improving 
the accuracy and completeness of available data. Achieving this demands increased 
collaboration between government agencies, research institutions, and industry part-
ners to establish uniform standards for data collection and provide comprehensive 
data sets. 

In addition, we need methodological improvements to enhance the robustness 
of life cycle assessments and better understand potential environmental, economic, 
and social impacts. New modeling and simulation approaches could help capture the 
systems’ complexity and provide more accurate results. 

Another important aspect is the research and development of cost- and energy-
efficient CO2 capture and utilization technologies. Novel materials, improved process 
technologies, and innovative business models could improve CSS and CCU’s 
economic and ecological viability, thus enabling broader acceptance. 

The future of CCS and CCU depends on the availability of high-quality data and 
continuous innovation.
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Towards Sustainable Training 
Frameworks: Investigating Collaborative 
Learning in Virtual Reality 

Salsabil Lotfy Monib, Nada Nasser, and Nada Sharaf 

Abstract Virtual reality (VR) has gained widespread popularity and application 
across various domains, including industrial and organizational training. This study 
examines the efficacy of multi-user virtual reality (VR) technology in industrial 
training, focusing on the differential impacts of collaborative versus competitive VR 
environments. The study recruited undergraduate students from the German Univer-
sity in Cairo who participated in assembling a rapid cooling conveyor machine 
within these VR settings, supplemented by comprehensive pre- and post-training 
assessments. The findings reveal that while subjective measures of training effec-
tiveness showed no significant differences between the two groups, competitive 
training participants were notably quicker in completing tasks during post-training 
evaluations. This suggests that competitive VR training may hold an advantage in 
scenarios where speed is critical. Both training approaches, however, significantly 
improved the participants’ ability to perform the designated assembly tasks, under-
scoring the potential of VR as a transformative tool for industrial training. Despite 
the successes, the research was limited to a homogenous group of undergraduate 
students and required a simplification of VR scenarios to maintain network stability 
and user experience. Future research should extend to a more diverse participant pool 
and explore a wider array of VR tasks and settings to determine better the conditions 
under which collaborative or competitive training is most effective. Additional studies 
should consider multi-user setups involving more than two participants and include 
other training modalities like trainer-assisted scenarios. Longitudinal studies could 
further elucidate the long-term retention and application of skills acquired through 
VR training, enhancing the strategic use of VR in industrial and other professional 
training contexts.
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Keywords Sustainable learning · Collaborative learning · Virtual reality 

1 Introduction 

The rapid advancements in virtual reality (VR) technology have had a transformative 
impact across multiple sectors, especially in industrial training, where its ability 
to simulate complex machinery operations in a safe and controlled environment is 
highly valued. Traditional training methods in industrial settings are often constrained 
by high costs, safety risks, and the practical challenges of halting production lines for 
training purposes. Virtual reality offers a promising alternative, enabling immersive, 
risk-free environments where trainees can engage in hands-on learning without the 
associated hazards or disruptions to productivity. Moreover, VR training has the 
potential to significantly enhance the retention and speed of learning complex skills, 
making it an increasingly vital tool in industries where precision and efficiency are 
critical. Training through the use of 3D models and visual systems has consistently 
proven to be highly effective in general in different educational fields [7, 8]. 

The integration of sustainability into VR training is another notable benefit. By 
reducing the need for physical resources such as training materials, machinery, and 
energy consumption during operational downtime, VR promotes a more eco-friendly 
and cost-effective approach to workforce development. Additionally, reusable VR 
environments allow for continuous, scalable training without the environmental 
impact of traditional methods, aligning industrial training with broader sustainability 
goals. This eco-conscious dimension adds an important layer to VR’s value proposi-
tion, positioning it as an efficient training tool and a sustainable one that minimizes 
the ecological footprint of industrial learning. 

Despite the recognized benefits of multi-user VR training, there remains a signif-
icant gap in understanding how best to implement it-particularly when it comes to 
choosing between collaborative and competitive training modalities. Collaborative 
VR training, where participants work together to solve problems and complete tasks, 
has been shown to improve communication and teamwork skills, which are crucial in 
industries that rely on coordinated efforts. Conversely, competitive VR training intro-
duces an element of rivalry, heightening engagement and motivation but potentially 
undermining cooperation and team cohesion. This study examined the effectiveness 
of both modalities in an industrial context and found that while participants in compet-
itive VR training completed tasks more quickly, collaborative training fostered better 
teamwork and problem-solving skills. Both methods proved effective in skill devel-
opment, but the choice of modality should be aligned with specific training goals, 
whether improving speed and efficiency or fostering collaboration. 

This research highlights how VR training can be leveraged to meet productivity 
and sustainability goals in modern industries. It demonstrates that multi-user VR 
training facilitates effective skill acquisition and supports sustainable practices by 
reducing material waste and operational disruptions. Future studies can expand on 
these findings by exploring larger group dynamics, more diverse participant pools,



Towards Sustainable Training Frameworks ... 351

and longer-term effects on skill retention. Ultimately, this work contributes to the 
development of optimized VR training programs that align with the evolving needs of 
industries focused on both efficiency and sustainability, offering practical guidelines 
for the broader implementation of VR in industrial training. 

2 Virtual Reality in Industrial Training 

In industrial settings, Virtual Reality provides a controlled and safe environment 
for training employees, particularly in high-risk industries such as manufacturing, 
construction, and emergency response. Virtual Reality simulations allow trainees to 
practice and hone their skills without the associated risks of real-world environments. 
For instance, Virtual Reality can simulate dangerous scenarios such as machinery 
operation or emergency responses, enabling trainees to learn and make mistakes in 
a safe space [6]. 

Research has shown that Virtual Reality training can improve learning outcomes 
by providing repetitive practice opportunities that are engaging and effective. For 
example, Virtual Reality assembly training has been found to enhance assembly 
time and reduce error rates compared to traditional training methods [3]. Addi-
tionally, Virtual Reality training can significantly reduce costs and risks associated 
with real-world training by providing a replicable, mistake-tolerant environment [5]. 
Furthermore, Virtual Reality is used to train workers in safety and risk assessment, 
which is crucial in high-risk occupations such as construction and emergency services 
[9]. 

A study on the use of Virtual Reality in industrial training demonstrated that 
Virtual Reality environments could simulate complex machinery and assembly tasks, 
allowing trainees to interact with virtual objects as they would with physical ones. 
This hands-on practice is essential for mastering intricate procedures without the risk 
of damaging expensive equipment or causing injury [3]. The study also highlighted 
that Virtual Reality training could be customized to replicate specific workplace 
conditions, providing a more relevant and practical learning experience [3]. 

Further, Virtual Reality technology has proven beneficial in enhancing training 
programs by integrating real-time feedback and performance tracking. Trainers 
can monitor trainee progress and provide instant feedback, ensuring that skills are 
correctly learned and applied. This capability not only enhances the learning curve 
but also helps in identifying and addressing knowledge gaps more effectively [6]. 

Moreover, Virtual Reality training modules can be continuously updated to include 
the latest industry practices and standards. This adaptability ensures that training 
programs remain current and relevant, providing employees with up-to-date skills 
and knowledge. For instance, in the automotive industry, Virtual Reality can be used 
to train employees on new car models and assembly techniques before they are 
introduced on the production line, thus reducing the time and cost associated with 
training [1].
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Collaborative Virtual Reality training leverages the networked capabilities of 
Virtual Reality systems to allow multiple users to interact in a shared virtual space. 
This is particularly beneficial for tasks requiring teamwork and coordination, such 
as emergency response, medical procedures, and military operations. Collaborative 
Virtual Reality enables real-time communication and interaction among trainees, 
fostering a more interactive and supportive learning environment [10]. 

Studies have shown that collaborative Virtual Reality training can improve team 
performance and communication skills. For instance, Virtual Reality environments 
can simulate realistic scenarios that require trainees to work together to solve prob-
lems or complete tasks, enhancing their ability to collaborate effectively in real-world 
situations [2]. Moreover, collaborative Virtual Reality training provides a platform 
for distributed learning, where trainees from different locations can train together, 
thus promoting a more inclusive and extensive training program [1]. 

One notable example is the use of collaborative Virtual Reality for medical 
training. Medical professionals can practice complex surgical procedures together 
in a virtual operating room, communicating and coordinating their actions just as 
they would in a real surgical setting. This type of training is invaluable for improving 
team dynamics and ensuring that each member understands their role and respon-
sibilities [5]. Furthermore, collaborative Virtual Reality can be used for disaster 
response training, where first responders from different regions can work together in 
a simulated disaster scenario, improving their coordination and response times [10]. 

The integration of Virtual Reality with other technologies, such as artificial intel-
ligence (AI) and machine learning, further enhances collaborative training. Artifi-
cial Intelligence can provide adaptive learning experiences, tailoring scenarios to 
the specific needs and skill levels of trainees. This personalization ensures that 
each trainee receives the most relevant and challenging training, optimizing their 
learning experience. Machine learning algorithms can analyze trainee performance 
data to identify patterns and suggest improvements, making the training process more 
efficient and effective [9]. 

In the realm of industrial training, collaborative Virtual Reality has been used to 
train teams on complex assembly processes. For example, in the aerospace industry, 
Virtual Reality simulations can replicate the intricate assembly of aircraft compo-
nents, allowing teams to practice and perfect their techniques in a virtual environment 
before working on actual aircraft. This approach not only improves team coordina-
tion but also reduces the risk of errors and rework, leading to significant cost savings 
[3]. 

Additionally, collaborative Virtual Reality training can play a crucial role in 
onboarding new employees. By immersing new hires in a virtual environment that 
replicates their future workplace, companies can provide a realistic and engaging 
introduction to their roles. This method has been shown to improve retention rates 
and accelerate the learning curve, as new employees can familiarize themselves with 
their tasks and the company culture in a risk-free setting [10].



Towards Sustainable Training Frameworks ... 353

3 CoLabXR 

Upon launching the application, each participant’s avatar representing him in the 
virtual environment, is automatically spawned into the designated Virtual Reality 
room. The initial few seconds post-launch are crucial for establishing a stable network 
connection. During this time, participants are directed toward a welcome panel in 
the virtual environment, which displays their connection status. Initially, this panel 
shows a “Connecting... ”message, which, upon successful connection to the network, 
changes to “Joined ”. This status change confirms that the participant is successfully 
integrated into the Virtual Reality training environment’s network, ensuring they are 
ready to interact within the shared virtual space. 

Once connected, participants are instructed to engage in a simple interactive task 
to confirm the presence and visibility of each other within the virtual space. They 
take turns waving at one another. This activity serves not only as a check for avatar 
visibility but also tests the real-time interaction capabilities of the network, ensuring 
that actions performed by one participant are immediately visible to the other, thereby 
verifying the system’s responsiveness and synchronization. Following the visual 
confirmation, participants are asked to test the functionality of their Virtual Reality 
controllers. This involves performing various actions using the controllers, such as 
pointing, grabbing, and teleportation, which are crucial for the forthcoming assembly 
tasks. Participants confirm that the controllers are fully operational and that they can 
comfortably perform all required actions. This step is vital to ensure that hardware 
issues do not impede the training process. The last step before commencing the main 
training activity involves a direct interactive test between the participants. They 
are prompted to perform a virtual handshake with each other. This action tests the 
precision and timing of the networked interaction, ensuring that physical movements 
are accurately replicated and synchronized in the virtual environment. This check is 
crucial for activities requiring fine motor coordination and spatial accuracy, which 
are key components of the subsequent machine assembly task. 

Upon successful completion of all preliminary checks, one of the participants 
is instructed to initiate the training session by pressing the ’Start’ button, which 
activates the session timer and marks the beginning of the machine assembly task. 
This final action ensures that all network and interaction verifications are complete, 
and both participants are fully prepared to engage in the collaborative or compet-
itive Virtual Reality training scenarios. This comprehensive setup and verification 
process is designed to minimize technical disruptions and ensure a smooth, uninter-
rupted training experience, which is essential for the effective learning and perfor-
mance assessment of the participants in a virtual training environment. For further 
understanding of the flow of the setup and verification process refer to Fig. 1.
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Fig. 1 Setup and verification process 

3.1 Collaborative Scene 

The collaborative scene consisted of an information panel that upon entry of the 
participants, gave them an introduction to the task. After checking the connection 
and testing their synchronization and calibration and their controls and ability to 
explore the scene making sure they were ready to start, one of the players should 
press the start button and the training session starts. When it starts they start seeing 
a synchronized timer counting up and a score counter for the number of pieces 
assembled so far, and they should work in collaboration by thinking and analyzing 
the machine and the pieces together and trying to finish the assembly as fast as they 
can. The scene the players see in the collaborative mode is displayed in Fig. 2. 

Fig. 2 Collaborative scene
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Fig. 3 Competitive scene 

3.2 Competitive Scene 

The competitive scene was similar to the collaborative scene, in terms of having the 
same information panel and initial synchronization test process and having the same 
machine. However, in the competitive scene, there were 2 rapid cooling conveyor 
machines, one for each participant. 

When the start button gets pressed and the training session starts, a synchronized 
timer counting up appears, and the scores of both participants are displayed to both 
of them. Each of the participants tries to finish his machine faster than the other one. 
Once the first participant completes the task, their finish time is displayed. However, 
the timer continues running as the second participant continues to try to finish their 
task. This is because the training experience requires both participants to complete 
the task, regardless of whether they win. The scene each player sees in the competitive 
mode is as displayed in Fig. 3. 

3.3 Individual Scene 

In addition to the collaborative and competitive modes, a third scene was implemented 
to serve as an individual post-training for each participant. This scene was crucial for 
evaluating the training effectiveness by measuring how quickly participants could 
complete the assembly task after undergoing collaborative or competitive training. 
The scene resembles the collaborative scene but with only one participant entering 
the training. The time taken to complete this post-training provided direct feedback 
on the efficiency and impact of the training received in the respective modes.
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4 Experimental Design 

The experimental design aims to investigate the effectiveness of collaborative and 
competitive virtual reality training modalities on learning outcomes in an industrial 
setting. Data were collected throughout the experiment, including machine assembly 
times during each training scenario and responses from the post-experiment surveys. 
Statistical analyses were then conducted to compare performance across training 
modalities and to correlate these outcomes with subjective measures from the ques-
tionnaires. The goal is to identify significant patterns that can inform best practices 
in multi-user training for industrial applications. Figure 4 illustrates the overall flow 
of the experimental design process.

The experiment involved 20 undergraduate students from the German University 
in Cairo, with varying skills relevant to the tasks involved in the training scenarios. 
The participants’ demographic profile included 65% males and 35% females, all 
aged between 19 and 23 years. The participant’s level of experience is presented in 
Fig. 5. This diverse group provided a solid basis for evaluating the training’s impact 
on individuals with different levels of familiarity with technology.

4.1 Pre-Training Assessment 

Before the main training sessions, a pre-training was conducted individually with 
each participant to establish a baseline for their mechanical knowledge and famil-
iarity with the equipment used in the experiment. Participants were presented with 
various component images from the machine they would be using and asked to 
match each part to its correct position. This task aimed to normalize the data for indi-
vidual differences in initial knowledge and problem-solving ability, ensuring that any 
improvements observed could be attributed more directly to the training received. 
Figures 6 and 7 display the initial assessment given to the player before starting and 
the corresponding solution.

4.2 Training Sessions 

Participants were divided into two groups of ten. One group underwent collaborative 
training, where pairs of participants worked together to complete the assembly tasks 
in a cooperative environment. The other group engaged in competitive training, 
where individuals competed against each other to see who could complete the same 
tasks faster and more accurately. Figure 8 shows the participants during the training 
session.
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Fig. 4 Flowchart of the 
experimental design process

4.3 Individual Training 

Following the group training sessions, all participants were asked to perform the 
assembly task individually. This session was designed to assess how well skills 
and knowledge from the earlier training were understood by each participant. The 
completion times were recorded to measure individual performance post-training. 
Figure 9 shows the participant during individual training.
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Fig. 5 Participants’ VR experience level

Fig. 6 Pre-training assessment

4.4 Questionnaires and Surveys 

At the end of the training sessions, participants were required to complete several 
questionnaires designed to assess various aspects of their training experience. These 
questionnaires were:

– Demographic Questionnaire: Collected basic information about participants, 
including their details, educational background, and prior experience with. See 
Appendix B for the complete questionnaire. 

– NASA Task Workload Index: Determined the mental, physical, and temporal 
demands placed on participants during the training. Check Appendix C for the 
full questionnaire. 

– System Usability Scale (SUS): Evaluated the usability and intuitive nature of the 
training system. Check Appendix D for the full questionnaire. 

– Telepresence & Immersion Questionnaire: Measured the depth of immersion 
participants experienced, and how effectively the environment captured their 
attention. Check Appendix E for the full questionnaire.
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Fig. 7 Sample pre-training assessment result

Fig. 8 Sample multi-user training session
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Fig. 9 Sample individual 
post-training

– Enjoyment & Engagement Questionnaire: Investigated the level of enjoyment, 
engagement, and interest participants felt during the training. Check Appendix F 
for the full questionnaire. 

– Co-Presence Questionnaire: Measured the participants’ sense of being together 
with others in the virtual environment. Check Appendix G for the full question-
naire. 

– Social Presence Questionnaire: Assessed how participants felt about the social 
interactions within the environment. Check Appendix H for the full questionnaire. 

– Test-Related Questionnaire: To record participants’ scores for subsequent 
evaluation and analysis. Check Appendix I. 

These questionnaires were chosen to provide a comprehensive understanding 
of the training impact from both a technical and experiential standpoint. The data 
collected from these surveys was then analyzed to derive insights into how different 
training modalities influence learning effectiveness, engagement levels, workload 
management, and overall user experience.
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5 Results 

The pre-training assessment highlighted a uniform lack of familiarity with the task 
among all participants. Before undergoing the virtual reality training, participants 
demonstrated minimal knowledge and ability regarding the assembly process. The 
assessment results were strikingly similar across the board, with the majority of 
participants unable to correctly place any of the machine parts. A very small number 
managed to place at most one out of the seven parts correctly. This uniformity in 
performance indicated that all participants started the training with a comparable 
baseline, having little to no prior experience or understanding of the task at hand. 
This consistency in starting points ensures that the subsequent impacts of the VR 
training could be attributed more directly to the training itself rather than varying 
initial skill levels. 

5.1 Co-presence 

Both the competitive and the collaborative groups had the same mean value. Similarly, 
their p-value (p = 1.000) implies that there is no statistically significant difference 
between the two groups in terms of co-presence. Both groups experienced a similar 
level of co-presence during the training sessions. 

5.2 Engagement and Enjoyment 

The engagement and enjoyment questionnaire showed a p-value greater than 0.05 (p 
= 0.247) which shows that there is no statistically significant difference in engage-
ment scores between the two groups. The slight mean difference is not enough to 
suggest a variance in engagement levels. 

Social Presence The competitive group had a higher mean score of 61.50 
compared to 58.00 for the collaborative group in social presence. Nonetheless, the 
two-sided p-value of 0.368 implies no statistically significant difference, indicating 
that both groups experienced a similar level of social presence. 

Workload Participants in the competitive group reported a mean workload score 
of 19.00, slightly higher than the 18.50 reported by the collaborative group. The two-
sided p-value of 0.663 reflects no statistically significant difference in the perceived 
workload between the two groups during the sessions. 

Immersion With mean scores of 20.80 for the competitive group and 20.40 for 
the collaborative group, the immersion levels were nearly identical. The two-sided 
p-value of 0.749 suggests no significant difference in how immersed participants felt 
during the sessions.
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System Usability Scale The SUS scores were 87.00 for the competitive group 
and 82.75 for the collaborative group. The two-sided p-value of 0.316 indicates no 
significant difference in system usability assessments by the participants across both 
training types. 

Training Duration The p-value of the training duration was greater than 0.05 
(p=0.705) which indicates that there is no statistically significant difference between 
the durations of the first training session of the competitive and collaborative groups. 

Post-training Test Duration As the p-value of the post-training session duration 
yielded a value smaller than 0.05 (p = 0.022), a statistically significant difference 
in the second trial durations between the competitive and collaborative groups is 
indicated. This suggests that the competitive group completed their tasks significantly 
faster in the second trial than the collaborative group. 

5.3 Duration Difference 

The p-value, greater than 0.05 (p = 0.085), suggests no statistically significant differ-
ence in the rate of change in durations between the first and second training sessions 
across both groups. Both groups showed improvements in the post-training, but 
the extent of improvement was not significantly different when comparing the two 
different types of training. 

5.4 Summary of Findings 

The analysis revealed that throughout the training, no statistically significant differ-
ences were observed between the groups in terms of co-presence, engagement, social 
presence, workload, immersion, and system usability, suggesting that both training 
modalities were equally effective. However, during the post-training test, the compet-
itive group completed tasks significantly faster than the collaborative group, high-
lighting a potential advantage of competitive training in enhancing task completion 
speed. Despite this, overall improvements from the first to the second training sessions 
were similar across both groups, indicating that both collaborative and competitive 
training methods effectively enhance performance over time. 

During the training sessions, several behavioural patterns were drawn corre-
sponding to the type of training. Participants in the competitive environment 
displayed more excitement and a higher level of engagement, driven by the challenges 
of independently managing the assembly tasks. Conversely, those in the collaborative 
setting exhibited more relaxed behaviors, with enhanced communication, particularly 
noticeable among participants who were friends or had previous interactions. This 
familiarity fostered more effective teamwork, although individual task remembrance 
was somewhat lower compared to the competitive group. Specifically, most partici-
pants in collaborative settings tended to remember parts they discussed and handled
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directly better than those managed by their partners. Despite the increased work-
load in competitive scenarios, the stimulating challenge appeared to promote task 
completion, suggesting that competitive settings might not only heighten learning 
but also increase efficiency under pressure. 

6 Conclusions and Future Work 

This paper investigated the impact of multi-user virtual reality (VR) technology on 
industrial training, with a particular focus on sustainability, by comparing collab-
orative and competitive VR environments. Participants, consisting of undergrad-
uate students, were engaged in either collaborative or competitive training setups to 
assemble a rapid cooling conveyor machine. Pre- and post-training assessments were 
used to evaluate the effectiveness of each method in enhancing performance while 
considering sustainable training practices that minimize resource consumption and 
promote long-term efficiency. 

The results demonstrated no significant differences in subjective measures 
between the collaborative and competitive groups. However, participants in the 
competitive setup completed tasks faster in post-training assessments, suggesting 
that competitive training may offer advantages in time-sensitive scenarios. Both 
methods, however, significantly improved participants’ skills, confirming the effec-
tiveness of VR training in an industrial context. Importantly, the VR-based training 
approach aligns with sustainability goals by reducing the need for physical resources 
and providing a reusable, scalable platform for skill development. 

Future studies should include a more diverse participant base and explore a wider 
variety of tasks and virtual environments. Additionally, expanding VR training to 
larger, multi-user groups could provide deeper insights into collaborative dynamics 
and their impact on both learning and sustainability. Longitudinal research is also 
necessary to assess the long-term retention of skills and the broader sustainability 
benefits of VR training, such as reducing material waste and energy consumption. 
The use of mixed reality settings along with collaborative training scenarios should 
be also investigated [4]. These future directions should help refine training strategies 
for industrial use, ensuring both effective learning and a sustainable approach to 
workforce development. 
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Abstract Low water and drought have occurred more frequently in recent years 
and have negative effects on the economy, ecosystems, and people. As it is predicted 
that such events will occur more frequently and for longer periods in the future, 
it is necessary to sensitize the population to this issue and to raise awareness of 
the problem among the population. To meet this challenge, a mobile application 
was developed for citizens to inform them about low water and drought. This paper 
presents and discusses the requirements, the concept, the implementation, and the 
evaluation of this app. 
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1 Introduction 

Critical drought and low water phases occurred in Germany in 2003, 2018, 2019, 
2020, and 2022 [1, 2]. 2018 and 2022 were also the warmest summers in Germany 
since temperature records began and an increase in drought periods is expected in 
Germany [2, 3]. Overall, the last eight years have been the warmest years in Europe 
since records began in 1950 [4]. Periods of drought affect many different sectors such 
as agriculture and forestry, inland waterway transport, and large industrial consumers, 
but in severe cases also the public water supply [2]. One problem is that the population 
is not yet sufficiently aware of the issue. There is also a lack of information on the 
topic, which means that the population does not feel sufficiently informed and cannot 
form an awareness, although there is great interest in information on low water and 
drought among the population in many subject areas [5]. 

In order to overcome this problem, it is necessary that measures are taken by 
the government, but these must also be accepted by the population. To meet this 
challenge, a mobile application was developed for citizens to inform them about 
low water and drought. By informing and sensitizing people to the issues of low 
water and drought and by presenting the data in a generally understandable way, 
acceptance and understanding of the measures taken should be increased and the 
issue made comprehensible to the population. This paper presents and discusses the 
requirements, the concept, the implementation, and the evaluation of such a mobile 
app. 

This paper is structured as follows: Section 2 presents the current state of research 
and what comparable applications exist in related areas. The requirements for an app 
for low water and drought are then presented and how these requirements were 
developed. Section 4 presents a concept for such an app based on the requirements. 
The following section explains the technical implementation of the concept and the 
difficulties encountered. Section 6 shows how the implemented app was evaluated 
and the results of the evaluation. Finally, an outlook on possible further functions is 
presented. 

2 State of Research and Related Work 

2.1 Low Water and Drought 

Drought and the low water levels that sometimes accompany it are a natural 
phenomenon. Drought describes water shortage or water scarcity in its various forms. 
Drought can be categorized into different types depending on its duration and effects.

• A meteorological drought is said to occur when there is below-average precipita-
tion over a period of time. The period must be defined individually depending on 
the geographical area under consideration.
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• An extended meteorological drought leads to an agricultural drought. A higher 
evapotranspiration compared to the precipitation supply leads over time to a 
decrease in plant-available water and thus to water stress of the vegetation with 
an accompanying decrease in yield. Depending on the storage capacity of the 
prevailing soils, geographical areas are susceptible to agricultural drought to 
varying degrees.

• A hydrological drought occurs when water supplies in surface waters or ground-
water fall to below-average levels. A hydrological drought usually occurs with 
a longer time lag to meteorological and agricultural droughts and is defined for 
surface or underground catchment areas (river basins or aquifers).

• Economic drought refers to the effects of meteorological, agricultural, and hydro-
logical drought on society, i.e. it compares the water demand of a society with the 
actual demand [2, 6, 7]. 

The frequency and duration of dry periods have increased in recent years and, 
according to forecasts, will continue to rise [2, 8]. Hydrological droughts already 
occurred in Germany in 2018, 2019, and 2022 [1, 9]. 

Human activities have significantly altered the water balance in the Berlin-
Brandenburg region. Intensive groundwater extraction for drinking water, industry, 
agriculture, and energy has led to falling water tables, particularly in recharge areas. 
The lignite mining industry further disrupted groundwater levels, and post-mining 
water recovery has reduced surface water flow in rivers like the Spree. Extensive 
artificial drainage systems, which account for over 80% of the water network, have 
reduced groundwater recharge and increased surface runoff. Climate change exac-
erbates these issues with higher temperatures, longer droughts, and reduced rain-
fall, leading to greater evaporation and strain on already pressured water resources. 
Water management strategies are essential to stabilize the water balance and protect 
resources in the future [10]. 

To categorize the current situation with regard to low water in the state of Branden-
burg, the Brandenburg Ministry of Agriculture, Environment and Climate Protection 
published the Landesniedrigwasserkonzept Brandenburg (Brandenburg State Low 
Water Concept). This presents the concept of the low water traffic light. For the 
monitoring of Brandenburg’s river basins, 25 control gauges were defined with which 
the outflows and inflows from and into the river basins can be monitored. Based on 
the ecohydrological minimum discharge, two warning levels were defined for the 
gauges, a pre-warning level and a warning level. In addition, the calculation basis for 
the ecohydrological minimum discharge and the two threshold values was provided 
[11]. Therefore, only the seven-day average flow is relevant for determining whether 
there is low water at the current time, in comparison with the previously determined 
threshold values.
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2.2 Awareness of Low Water and Drought 

Personal involvement is a decisive factor for interest and the resulting awareness of 
an issue [12]. Because low humidity and drought are often perceived as seasonal 
phenomena of the summer months, they are associated with the high temperatures 
and low rainfall during these months. However, many people do not realize that 
drought can already be caused by low precipitation in spring, when only the lack of 
evapotranspiration prevents low water levels [2]. 

The fact that the reduction in groundwater and surface water reservoirs due to 
severe droughts such as 2018 greatly reduces the ability of the environment to miti-
gate another dry period is also often not considered in public perception. This defines 
the end of an excessively dry period with sufficient short-term precipitation, as this 
greatly reduces the impact on agriculture and general flora. The time it takes to 
replenish the natural and artificial water reservoirs can last for years and the replen-
ishment can only take place at a reduced rate or not at all, especially in consecutive 
years with severe drought [13]. 

The basic awareness of the problem already exists in the population, but there is 
too little information available to meet the need for information that can be used to 
sensitize people to the issue [5]. 

2.3 Providing Knowledge and Information Through Mobile 
Apps 

Mobile apps, i.e. software applications for mobile devices such as smartphones and 
tablets, have become part of everyday life and are increasingly being used to impart 
knowledge and information or for teaching and learning processes (mobile learning) 
[14]. Mobile apps are also already being used successfully to impart knowledge and 
information in the areas of climate protection and adaptation to climate change [15, 
16]. The use of apps to impart knowledge has the advantage that most people always 
have their smartphone with them and can therefore always access the app. This also 
means that the app can always be used when time is available, allowing users to 
decide for themselves when and how much they want to engage with the app. The 
price of smartphones has fallen sharply in recent years, which means that almost 
everyone now owns one. This also makes it possible to experience the app together, 
as anyone with a smartphone can access the app and share content [17]. However, 
the use of apps also has disadvantages. For example, smartphones often only have 
a small display, which makes it difficult to display content. Tasks carried out on a 
smartphone are also perceived as more complex than on a desktop computer [18].
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2.4 Comparable Applications 

As far as the authors are aware, there are no apps available for the topics of low water 
and drought in Germany. However, there are many apps for the related topic of floods, 
such as ‘Meine Pegel’ (My Gauges), ‘HochwassergefahrST’ (Flood DangerST), or 
‘Starkregen App’ (Heavy rain app). These usually visualize the potential flood risk 
of Germany or a federal state in the form of a flood risk map. They also make it 
possible to get an idea of the current flood situation by displaying current water levels 
(with alarm levels if necessary) for individual flood warning gauges and visualizing 
historical data as a hydrograph (e.g. water level and flow rate). Flood warnings for 
selected flood gauges are also displayed by the apps. The ‘Meine Pegel’ app also 
displays a threshold value for ‘mean low water’ for selected gauges. However, the 
use of the app for low water information is not advertised or described in any way. 

The Brandenburg low water portal [11] is available as a website. This visualizes 
the 25 control gauges and provides historical data for the gauging stations. Threshold 
values for warning and advance warning levels as well as for the ecohydrological 
minimum discharge are specified for the gauging stations. 

There are also apps that visualize other types of environmental data. In the field of 
air quality applications, the Federal Environment Agency has the ‘Luftqualität’ (Air 
quality) app and Plume Labs has ‘Plume Labs’. These apps visualize the topic very 
well through the coloring of the elements in the app and the general structure and make 
it possible to get a simple overview of the current situation without prior knowledge 
of the topic of air quality. The Federal Environment Agency’s app also provides 
further information on the topic of air quality to enable a better understanding. 

3 Requirement Analysis 

This section presents the requirements for an app for informing the public about low 
water and drought, which were developed on the basis of a literature analysis, work-
shops with stakeholders from public authorities, and an online survey of potential 
users. 

3.1 Methodology 

A literature review on the effects of low water and drought on various sectors was 
caried out to determine the requirements. Existing approaches and solutions for 
mobile apps to inform the population were also analyzed. An online survey was 
also conducted on citizens’ information needs regarding low water and drought [5]. 
A stakeholder survey was then conducted in workshops with representatives of the 
Brandenburg Ministry of Agriculture, Environment and Climate Protection (MLUK)
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and the Brandenburg State Office for the Environment (LfU) in order to develop 
further requirements. On this basis, a GUI (Graphical User Interface) concept and 
mock-ups for the mobile app as well as a concept for the app were developed. This 
concept was discussed and adapted with the stakeholders (MLUK, LfU, Low Water 
Steering Committee). 

3.2 Objective and Target Group of the App 

The app is aimed at all residents of the state of Brandenburg. The aim of the app 
is to sensitize and raise awareness of the problem of low water and drought among 
the population and, on this basis, to increase acceptance among the population for 
future, necessary official and institutional measures in the event of low water and 
drought. 

3.3 Requirements 

As part of the requirements analysis, many ideas and requirements for a mobile app 
were collected and developed. The most important requirements for the app, which 
formed the focal points in the development of the concept, are presented below. 

Presentation of Data. The public should be shown current, historical, and forecast 
hydrological data that characterize low water and drought (water level and flow rate 
in rivers, water available to plants, etc.). By providing up-to-date data, it should be 
easy to recognize whether and to what extent low water and drought are present. 
The population should thus be able to assess the current situation and be sensitized. 
Historical data should make it possible to compare and categorize current data and 
information. Forecast data should also make it possible to sensitize the population 
to future developments so that they can draw conclusions for their own situation and 
actions. 

Visualization of the Data. The available historical, current, and forecast hydro-
logical data should be processed and visualized. This should be done in a way that 
is easy to understand, so that the data can be viewed, understood, and interpreted 
even without a deep understanding of the values and the underlying low water and 
drought problems. This should make it possible for any adult to use the app without 
prior knowledge. This is achieved through the use of familiar colors and familiar 
symbols. 

Simplification of the Topic. The topic of low water and drought should be 
presented in an understandable and comprehensible way. Complex terminology 
should be replaced or explained using simple language so that the app can be used 
by anyone, regardless of prior knowledge. Understanding and comparability of the 
data: The hydrological data should be easy to compare and a basic understanding of 
the data presented should be created. This makes it possible for everyone to interpret
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the data and form their own opinion. The comparability of the data also enables 
people to make their own assessment of the current situation regarding low water 
and drought and should therefore increase the acceptance of measures. 

Availability of the App. The app should reach the entire population. For this 
reason, the app should be multilingual. German and English should be included as 
a minimum. In addition, the app should be installable on smartphones with Android 
and iOS operating systems in order to reach as many mobile devices as possible. 

Several ideas and requirements were discarded during the requirements analysis, 
partly due to hurdles during implementation (e.g. expert functions, messaging func-
tions, games, etc.). Some of these requirements are to be implemented in the future, 
as described in Chapter 6. 

4 Concept 

The designed app consists of several interconnected parts (screens), which are 
described in more detail in the following sections. 

4.1 Overview of the Screens 

The map screen displays all data in a geographically localized manner. Together 
with the coloring of the individual elements (Fig. 1), it is thus possible to get an idea 
of the current situation without looking at the individual values using the map. The 
map’s customization options (Fig. 4) make it possible to view only the data that is 
of interest. The integration of the forecast values makes it possible to get an idea of 
the further course of the value. The option of displaying all values on the map for a 
different time period using the history and forecast settings (Fig. 3) helps to compare 
the current situation with values from past crises.

The list screen is suitable if you want to search for specific values or obtain 
information about several water levels in one water body. Here, all gauging stations 
and river basins are listed again. 

The detail screen is intended for a closer look at a value and offers various options 
for visualizing the course of the value and linking it to other data in order to make 
the value more comparable and easier to understand. 

The favorites screen makes it possible to quickly access the detailed view of 
favored elements, but also to get a quick overview via the detailed display within the 
favorites screen. 

The glossary screen provides information about shown values, terminology, and 
how the model providing the data works. 

The chatbot screen helps users with questions that are not included in the glossary 
as well as with more general explanations of the topic or the explanation of contexts.
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Fig. 1 Map view without (left) and with (right) selection of a water reservoir

The settings screen can be used to customize the language and notifications and 
to view information on data protection and the NieTro_2 project. 

4.2 Map Screen 

Usage Scenario. This view is the entry point to the app. All other views of the app 
can be accessed from here, with the exception of the settings view. Here you can 
search for specific elements (gauging stations, bodies of water, catchment area, or 
river basin), which are then displayed on the map. The list view and the favorites view 
can be accessed via the function buttons and the chatbot via the corresponding button. 
Below this button is also the button for centering the map on the user position. The 
map legend (Fig. 2) and the option to color the entire map according to a historical 
or forecast date (Fig. 3) can also be accessed from here. The map displays the layers 
defined in the map settings (Fig. 4) together with the associated data. The data on the 
map always corresponds to the current values of the elements, provided no changes 
have been made to the settings for history and forecast values. If changes have been 
made, the data at the selected time is displayed on the map. If an element is tapped
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on the map, the extended view of the element opens, allowing the name and current 
value to be viewed and the element to be favored in order to add it to the favorites 
(Sect. 4.5). In the expanded view, an arrow is also displayed, which indicates by its 
direction how the value will behave in the forecast next 14 days. 

Displayed. The map view is largely taken up by the map. This always represents 
the base map. This contains a satellite image of Germany as well as designations for 
places and bodies of water. The level of detail of the designations depends on the 
zoom level and increases with the zoom level. Additional layers can be displayed 
above the base map. All layers except for river basins and catchment areas can be 
displayed together. For water bodies, these are highlighted on the map and are now 
interactive; the extended display for the water bodies can now be called up by tapping 
on them. In the case of the gauging stations layer, these are also shown on the map. 
Gauging stations are represented by a circle. The circle is colored according to the 
classification of the value of the gauging station according to the low water traffic 
light (see Fig. 1, left view). For river basins there are battery icons to display the filling 
level. The icon depends on the percentage of water currently available compared to

Fig. 2 Legend of the map 
view



376 F. Bressel et al.

Fig. 3 Time selection of the 
map view 

Fig. 4 Map settings of the 
map view

the long-term average (see Fig. 1, right view). For the coloring of the catchment areas 
the low water traffic light colors are used again, but the color is determined by the 
usable field capacity. As can be seen in Fig. 1, the displayed elements of the map 
settings are outlined in green for a simple overview, the hidden ones in red. In the 
expanded view (see Fig. 1, right view bottom), the name and category of the tapped 
element is displayed together with the current value, its classification. For bodies of 
water is no classification available, since there are no reference values. An arrow is 
indicating whether the value is predicted to increase or decrease. The red warning 
symbol shows the message that the displayed value is a modeled value when tapped. 
The heart icon shows whether the element is favored, if this is the case it is red and 
filled in (Fig. 5).
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Fig. 5 Detail screens with labeling; (l) gauge, (c) river basin, (r) catchment area 

4.3 Detail Screen 

Usage Scenario. All information on an element can be viewed in this view. The 
current value displayed is categorized by a colored or symbolic marker, with the 
exception of water bodies, since there are no limits here. The element can be added to 
the favorites by tapping the heart symbol. In this view, the current value of the element 
can be compared with historical values. The value can also be easily categorized by 
the warning and pre-warning marks in the diagram. The chart can also be customized 
using the chart specifications to determine the period for which the chart is to be 
created. At least 50 years of historical values and up to 14 days of forecast values can 
be displayed. The time period can be freely selected or selected by tapping one of 
the presets below the diagram. Additional data can be added to the diagram for better 
comparability and comprehensibility of the data. Weather data such as temperature 
or precipitation for the period can also be displayed in the diagram and hydrographs 
for the same time of year from other years can also be displayed. Furthermore, there 
is the option of displaying scenarios, with a red line for a very dry scenario displayed 
at the same time. The detailed view can also be shared with others, whereby they 
receive the name, current value, and an image of the diagram. Notifications can also 
be set for all elements if the value falls below a certain self-selected level. To help with 
the selection, the warning and pre-warning levels are also displayed when setting a 
notification. 

Displayed. For each element, the name and the category are displayed as well as 
a heart, which symbolizes whether the element is favored. In the ‘Data for today’ 
area, the current value is displayed. In addition, the value is classified by the color 
coding, if available. Next to the current value is an info icon to display the legend,
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a cogwheel icon for the diagram settings, and a share icon to share the current 
view. When opening the detailed view for an element, the data for the last month 
is initially displayed. Notifications that have already been set are displayed in the 
Notifications area. When creating a notification, the warning and pre-warning levels 
are also displayed, to help with the selection of a fitting value (Figs. 6, 7) 

Fig. 6 Settings for the 
diagram with option 
‘Multiple Years’ chosen 

Fig. 7 Pop-up to set a new 
notification for a river basin
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4.4 Favorites Screen and List Screen 

Usage Scenario. The favorites screen and list screen both provide a quick overview 
of elements in a list view. While the favorites screen displays more information for 
user chosen elements, the list screen displays all gauges and river basins to easily 
search through them. Tapping on one of the elements opens the detailed view. With 
the gear function key at the top left in the list screen, it is possible to change to the 
settings screen. 

Displayed. The individual entries in the list screen only show the name of the 
element and a color coding of the current value for gauges and the fitting battery 
symbol for river basins. This allows as many elements as possible to be displayed 
clearly. The favorites screen is very similar to the list screen. However, the individual 
entries for the respective elements are much more detailed here than in the list view. 
The current value and its classification in the color scale as well as the forecast of 
the value can also be viewed here (Fig. 8). 

Fig. 8 Favorites screen and list with labeling



380 F. Bressel et al.

4.5 Glossary Screen 

Usage Scenario. The overview of all glossary entries (Fig. 9l) can be viewed. When 
the info icon is tapped, a pop-up appears showing the sources for the individual 
entries. The search bar can be used to search for the titles of all entries. The list of 
glossary entries is then filtered according to the search. If one of the entries is tapped, 
it is displayed in full length (Fig. 9r). If the tapped entry has subentries, these are 
also displayed. 

Displayed. In the overview of all glossary entries (Fig. 9l), an info icon is displayed 
at the top for the sources. Below this is a search bar for searching all entries. In 
the list of entries, the main topics are displayed, with the corresponding subtopics 
indented below. The main topics are sorted alphabetically. If an entry has been 
selected (Fig. 9r), the title is displayed at the top and the associated text below. 
If there is an image for this entry, it is displayed at the end of the entry.

Fig. 9 Glossary overview (l) and a glossary entry (r) with labeling 
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4.6 Chatbot Screen 

Usage Scenario. The chatbot screen (Fig. 10) helps the user to answer questions in an 
interactive way. The chatbot only gives answers to low water and drought questions 
and tries to remain as scientific as possible. A chat can be conducted over several 
sessions and context from previous messages is used. If the user requests information 
about an element in the database, the chatbot is able to retrieve this information via 
actions and integrate it into the response. A new chat can be started by tapping the 
‘New chat’ button. All previous chats can be called up with the ‘List all chats’ button 
and it is possible to switch between the chats. 

Displayed. At the top right there are buttons to list all chats and to create a new 
chat. The chat history is visible below this. The user’s questions are in blue and the 
bot’s answers are in grey. The bot messages are also labeled with a robot icon and 
you can ask and send questions at the bottom of the screen.

Fig. 10 Chatbot screen with 
labeling 
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Fig. 11 Settings screens with labeling: (l) settings overview, (c) language selection, (r) notification 
overview 

4.7 Settings Screen 

Usage Scenario. The settings overview (Fig. 11l) is used to navigate to the various 
areas of the settings. In the language selection (Fig. 11c), the desired language for 
the app can be selected by tapping on ‘German’ or ‘English’. Under Notifications 
(Fig. 11r), all currently set notifications are displayed, ordered by the element type, 
and can be viewed. Tapping on the bin icon deletes the notification. 

Displayed. The language settings are similar to the structure in Fig. 11, except 
that the two languages are offered there. The notifications are listed one below the 
other and can be edited or deleted by tapping on them. The data protection agreement 
and the ‘About us’ section only display text. 

5 Implementation 

The app was implemented using the Flutter framework (flutter.dev), which allows 
the creation of applications from a single codebase for nearly all common devices 
(smartphones, PCs, browsers). The necessary libraries were sourced through Flutter’s 
package management service, pub.dev (pub.dev). 

The map is displayed using a ported version of Mapbox GL (github.com/mapbox/ 
flutter-mapbox-gl) from JavaScript, with map data created and configured in Mapbox 
Studio. Mapbox GL supports the vector tile functionality required for this application 
and can generate maps from locally stored data, enabling offline use. One disadvan-
tage of this library is that it can only be used on mobile devices with Android or iOS/
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iPadOS. However, it is also possible to run the application on other devices using 
emulators, as the GUI adapts dynamically to the screen. For app localization, the 
‘Flutter Localization’ library was used, selecting the appropriate language from a 
library of translated character sets. The fl_chart library (pub.dev/packages/fl chart) 
was utilized to create charts, known for its minimalist design and support for multiple 
chart types within a single diagram. Data storage is managed by the Isar database 
(isar.dev), specifically developed for Flutter and optimized for mobile devices. 
Comparisons show that Isar uses less storage and is faster than similar databases 
[19]. Given the app’s offline capabilities, Isar was chosen for its ability to store large 
amounts of data in a compressed and quickly accessible format. The chatbot is based 
on OpenAI’s cost-effective yet capable Large-Language-Model (LLM) GPT-4o-
mini model (https://platform.openai.com/docs/models/gpt-4o), designed to under-
stand complex topics and provide scientific responses specifically related to low water 
and drought. The model operates via a REST API, with the neural network running on 
OpenAI servers. Custom logic can be integrated into API calls, allowing the system 
to incorporate data from the Isar database based on user prompts, enhancing the 
relevance of its responses. For example, it can retrieve and display specific elements 
requested by the user. Additionally, the chatbot can access provided documents, 
offering information from them with proper sourcing. 

The backend was realized with the Web-Framework Express (expressjs.com). It 
is used to make the required data available to the application and to store all the 
required data in the PostgreSQL (postgresql.org) database provided for this purpose. 

The app communicates with the backend via a REST API. The backend provides 
interfaces that filter the data according to the desired criteria and only make the 
required data records available. 

Data Connection. The Express.js backend obtains all the data required from the 
BAH Berlin hydrological model via the Disy data warehouse. The daily updated 
data, new forecasts, and scenario data are provided by BAH Berlin in a daily updated 
staging database, which is requested daily by the data warehouse. 

Visualization of the Data on a Map. A combination of vector and raster tiles 
was used to display the map. Raster tiles are image files that form the map and must 
be pre-rendered for all zoom levels. They are ideal for displaying complex images 
like satellite views, which are used for the base map. Since the map is static, the same 
raster tiles can be reused. In contrast, vector tiles, which represent map elements such 
as place names, the water network, river basins, catchment areas, and gauges, use 
vectors that allow scalable tiles with less memory usage. Unlike raster tiles, vector 
tiles are generated at runtime, requiring more resources but enabling dynamic style 
changes. This combination allows the display of a satellite image with runtime color 
adjustments without needing a map server to recalculate the map data. 

Use Without an Internet Connection. The app is designed for offline use, with 
map data around Brandenburg stored on the device. This includes raster tiles for satel-
lite images and vector tiles for other map elements. Style file adjustments allow color 
and symbol changes. While real-time access to map elements requires an internet 
connection, all viewed data is stored in the Isar database and remains accessible 
offline. When the app starts, the entire map is loaded, caching data for all elements.

https://platform.openai.com/docs/models/gpt-4o
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Detailed views trigger the retrieval and storage of forecast or historical data for 
specific elements, ensuring comparisons can be made. Only data for elements viewed 
in detail are saved, keeping the app size manageable. If storage becomes an issue, 
users can delete cached data in the settings. 

6 Evaluation 

For the evaluation, the application was evaluated with two external test groups 
according to the System Usability Score (SUS) [20]. This metric objectively assesses 
the user-friendliness of systems. As part of the evaluation, the testers were given a 
10-min presentation with a quick overview on the content and functions of the app. 
Afterward, they were given 10 min to try out the application and complete set tasks, 
such as setting a notification or favoriting an element. These tasks served to famil-
iarize the participants with the basic functions of the app. The participants then 
answered questions about the evaluation according to the SUS using an online form. 

The result of an evaluation according to the SUS gives a value from zero to one 
hundred, with the value one hundred representing the best possible user-friendliness. 

In the first evaluation with seven evaluators, a score of 81 points was achieved, 
which is good for the first evaluation of an application. The lowest number of 
points was achieved for the question ‘I think that I would like to use the mobile 
app frequently’. This is because there should already be a prior interest in the low 
water and drought topic in order to be interested in the application, otherwise the 
content of the app may appear irrelevant and therefore there is no interest in using 
the app. During the evaluation some minor bugs appeared which were fixed before 
the second evaluation. In the second evaluation with nine participants, a score of 
76 points was achieved. The fact that a lower score was achieved in the second 
evaluation despite improvements to the app shows how different people perceive 
user-friendliness. Overall, SUS scores ranging from 65 to 95 points were awarded 
by individual participants in the evaluation. The large differences in the results can 
be attributed to various things. For example, as already mentioned in the previous 
paragraph, some questions are also heavily dependent on the topic of the applica-
tion and the participants’ interest in it. However, Mclellan et al. also showed that 
users give a higher SUS rating if they are already familiar with the system [21]. 
Furthermore, Kortum et al. confirmed to some extent that the more often an applica-
tion is used, the higher the SUS assigned by the users [22]. As the app is based on 
Apple’s design guidelines [23], Android users may give lower scores as applications 
for Android are developed according to different design guidelines. As the answers 
were anonymized, no statement can be made afterward about the devices used during 
the evaluation.
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7 Summary and Outlook 

Low water and drought have occurred more frequently in recent years and have 
negative effects on the economy, ecosystems, and people. As it is predicted that 
such events will occur more frequently and for longer periods in the future, it is 
necessary to sensitize the population to this issue and raise awareness of the problem 
among the population. To meet this challenge, a mobile application was developed 
for citizens to provide information about low water and drought. The aim of the app 
is to sensitize and raise awareness of the issue of low water and drought among the 
population and to increase acceptance of the necessary future measures. This goal 
is to be achieved by processing and visualizing hydrological data on the current, 
historical, and predicted low water situation and presenting it in an understandable 
and comparable way. To fulfill these requirements, the app displays historical, current, 
and forecast data on water levels; flow rates; plant-available water; and the amount 
of water available in a river basin. This data is displayed on a map, with data on water 
bodies, gauging stations, catchment areas, and river basins available for retrieval. The 
app was implemented using the Flutter framework and the map display was realized 
using a Mapbox library. The data for the app is provided by an Express.js backend 
server. Beforehand, the data is determined by the hydrological model ArcEGMO-
PSCN and imported into the backend server. The app is to be expanded in terms 
of content with a guide, with data to further enhance the diagrams and additional 
interfaces for the chatbot so that it can provide better support:

• The app should be expanded to include a guide to help people deal with problems 
caused by drought or low water levels and to help them reduce their own water 
consumption if necessary.

• Further data such as precipitation and temperature can improve our understanding 
of the development of the values. But other low water-related data such as the 
usable field capacity at a depth of 1.5 m can also help to better understand low 
water and drought and the associated problems.

• By setting up additional suitable APIs to the database, weather data, and other 
information portals on low water and drought, real-time information is to be 
made available to the LLM so that it can provide the best possible support to 
users. Furthermore, the chatbot should be provided with current literature on low 
water and drought. In this way, information on current topics can be retrieved and 
the data from the hydrological model can be analyzed and information about it 
presented. 

Furthermore, it should be evaluated whether the application could be used for other 
federal states in Germany or even other countries. The BAH already operates a model 
for Saxony-Anhalt, which only needs to be calibrated for low water. The architecture 
of the application would easily allow further data to be fed in if it is available; at 
present, the Brandenburg water balance model is the only one in Germany that is 
calibrated for low water. At the time of publication, the range of functions described 
in this article will have been implemented. At this point, the app will be tested and
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evaluated by several partners. In addition, any changes and necessary optimizations 
identified in the evaluation will be implemented. On this basis, a stable version of 
the app for various mobile platforms will be available in October 2024, which will 
then be published in the corresponding app stores. 
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Eco-Innovation and Circular Economy 
Performance in European Union 
Countries 

Pawel Bartoszczuk 

Abstract To date no uniform proposal for measuring and analysing eco-innovation 
and circular economy in the literature has been emerged. The main challenges in 
this regard are the need to establish indicators at micro level, taking into account 
the whole life cycle. Both eco-innovation and circular economy performance in 
the EU are not satisfactory. The effects of eco-innovation can be measured on a 
micro scale (for product or service, process, enterprise), meso (sector) and macro. 
Conversely, the effects of eco-innovation can be not always positive. Notwithstanding 
the high investment of companies, eco-innovation activities are producing results in 
the longer term on a micro scale by reducing the negative impact of its activities on 
the environment, while at the same time leading to the impact of eco-innovation on 
the company’s performance in the form of lower environmental pollution charges 
and lower energy costs. 

Keywords Circular economy · Eco-innovation · Eco-innovation activities ·
Eco-innovation observatory 

1 Introduction 

Eco-innovation contributes to the company’s sustainability in reducing costs. In addi-
tion, consumers are more interested in purchasing environmentally friendly products 
supplied by companies using eco-innovative technologies. The positive relationship 
between eco-innovations and economic growth has been so widely acknowledged 
both in the field of evolutionary economics [1], and management theories [2], that 
it is currently taken for granted. Arising the “Porter hypothesis” eco-innovations 
are seen as instruments for enhancing economic performance [3], profitability [4, 
5], market position [6], key engine of growth [7] and competitiveness [8]. As 
entrepreneurs demonstrate, employees engage in believing in company missions
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and the deeper understanding of their own work in modern eco-innovative organi-
sations [9]. The European Commission members countries pay particular attention 
to the factors determining the success of eco-innovation, namely the acquisition of 
business benefits and environmental protection. One is to reduce energy efficiency to 
reduce carbon emissions in order to meet the commitments contained in the Kyoto 
Protocol. Comprehensive solutions, including the Eco-IS methodology, as well as 
tools developed by “the Community Innovation Survey (CIS)” in the European Union 
and proprietary proposals for eco-innovation assessment, are noteworthy. 

European eco-innovation research was carried out systematically by Eco-
Innovation Observatory, and was limited to sources of eco-innovation determinants, 
barriers in selected industrial sectors in European countries, mainly Germany. It 
resulted in a large shortage of eco-innovation research introduced by companies oper-
ating in Central Europe, especially in Poland. Only selected aspects of the activity 
have so far been the subject of comprehensive analyses carried out by the Central 
Statistical Office, PSDB in cooperation with GfK Polonia on behalf of PARP [10], 
the Environmental Partnership Foundation, as well as the Gallup Institute as part of 
the Eurobarometer survey [11]. 

Circular economy is an economic system based on the reuse and regeneration of 
materials or products, especially as a means of continuing production in a sustainable 
way. With a circularity rate of 11.5% in 2022, Europe consumes a higher proportion 
of recycled materials than other world regions. Nevertheless, progress in the EU has 
been unsatisfactory, and EU is still far away from the ambition to double the Union’s 
circularity rate by 2030. Assessing progress towards current circular ambitions, the 
EEA report states that there is a low or moderate likelihood for them to be achieved 
in the coming years [12]. 

The EEA report explains, however, that many circular economy policies are still 
relatively new and some have not yet been fully put in place at national level. Added 
to this, the impact of these measures takes time to filter down to changes in business 
models, consumption patterns and, ultimately, our patterns of resource use. However, 
in addition to the implementation of existing policies, more can be done (EEA, 2023) 
[13]. European Policy towards Green Deal is shown in Fig. 1.

2 Methodologies and Goal 

The main goal of the article is to demonstrate that eco-innovation and circular 
economy, which allow European countries’ economies to increase their performance, 
are not fully implemented yet in many countries. Another aim is to analyse eco-
innovation scoreboard data and to expose the low index value causes for Central 
Europe region countries. To gain so declared goals, a research question was formu-
lated as follows: Do countries with less developed economies have lower eco-
innovation and circular performance or not? The performance measurement was 
based on secondary data analysis obtained from EU Eco-Innovation Observatory. 
These basic indicators and trends described European countries’ eco-innovation
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Fig. 1 Policy objectives 
related to Green Deal ( 
Source own elaboration 
based on [12])
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performance. The analysis is based on comparative research and available data. 
Paper identified a problem with the establishment of measures for the effects of eco-
innovations. In the further part of article, European countries were indicated with 
the highest, medium and lower eco-innovation performance. Hence, the problem of 
the economy transformation towards the eco-innovation was addressed. The search 
in the main scientific databases and a review of the literature revealed an unfo-
cused approach of the relationship between eco-innovations indicators performance, 
which shows a research gap regarding this subject. We decided to analyse the data, 
by assuming that eco-innovations scoreboard’s factors are capable of explaining the 
companies’ slow and moderate performance. 

3 Measuring the Effect of Eco-Innovation and Circular 
Economy 

Measuring the effects of eco-innovation and circural economy is very challenging to 
carry out throughout the eco-innovation chain (including R&D, the dissemination of 
innovative products and the use of innovative processes or organisational methods). 
Furthermore, the value of these innovations makes it tough for companies to access 
data due to companies not identifying such solutions as eco-innovation. It is also 
impossible to obtain them through the national accounts of the sector’s production, 
as they occur in different areas of the economy. The main challenges in creating 
and operationalising eco-innovation concepts are: defining indicators at micro level,
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taking into account the life cycle and distinguishing eco-efficiency from the economic 
category of eco-innovation, naming eco-innovation analysis levels and establishing 
an operational approach to eco-innovation analysis in order to comprehend the effect 
of eco-innovation. The possible impact of eco-innovation on the competitiveness of 
the company is also emphasised. This, in turn, seeks to active information on the 
factors (the condition of competitors, the type of competing products or services) 
that will affect its activities over the next years, which will enable it to survive in the 
longer term on the market [14, 15]. Considering the traditional theory of innovation, 
Wagner [16] concluded that innovation considerably improves companies’ social 
performance. 

Community Innovation Survey (CIS) is steadily conducted in the European Union 
countries by Eurostat and based on the methodology described in Oslo Manual [17]. 
From the perspective of this article, the 2008 CIS study, which first time contained a 
module on eco-innovation, is noteworthy. That study covered innovations introduced 
between 2006 and 2008. The environmental benefits of implementing innovation are 
divided into: 

1. environmental benefits that may arise during the period of manufacture of the 
product or service: 

a. reduction in material consumption per unit of product, 
b. reduction in energy consumption per unit of product, 
c. reduction of carbon dioxide emissions by the company, 
d. the use of less polluting or environmentally hazardous materials and 
e. reuse (recycling) of waste, water or materials, 

2. environmental benefits that may arise during the useful life of the purchased 
product or the use of the service by end-users: 

a. reducing energy consumption, 
b. reducing air, water, soil or noise pollution and 
c. improving the reusability (recycling) of the product after its useful life. 

In this context, however, the establishment of measures for the effects of eco-
innovation is a challenge. The most well-known initiative to consider eco-innovation 
in the European Union is a study by the European Observatory on Eco-Innovation 
(EIO). On the basis of numerous data collected from European countries, for indi-
vidual countries eco-innovation scoreboard has been developed [18, 19]. This index 
consists of 16 indicators divided into 5 groups. Three of them directly relate to 
eco-innovation: expenditure on eco-innovation, eco-innovation activities and eco-
innovation results. The other two groups of indicators are the effects resulting from 
the introduction of eco-innovation—environmental and socio-economic (develop-
ment of the “eco-industry” of the economy). Their detailed description is specified 
in the following list [20]: 

1. inputs—the share of government resources and expenditure spent on environ-
mental and energy R&D in relation to GDP, the share of R&D participants in the 
number of all employees, the volume of green investments under PE/VC funds;
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2. activities—participation of eco-innovation companies improving material and 
energy efficiency in the number of companies in the country in total, the number 
of organisations holding ISO14001 environmental management certificates (in 
relation to the number of citizens in a given country); 

3. outputs—number of patents, scientific publications (in relation to the number 
of citizens in a given country), information in the media on eco-innovation (in 
relation to the number of electronic media available); 

4. environmental outcomes—efficiency of energy, raw materials, water and green-
house gas emission factors and 

5. socio-economics outcomes—the share of environmental exports in general 
exports, the share of workers employed in the environmental sector in the total 
number of employees and the overall turnover generated by the environmental 
industry. 

There are some indicators of circularity, one of them is presented in the first 
edition of the global Circularity Gap Report, in 2018. Circle Economy launched the 
Circularity Metric for the global economy. That document adapted the Metric to 
country profile. This shows that only 10.2% of the resources Poland uses are cycled 
back into the economy after use. Unfortunately that the vast majority—nearly 90%— 
of Poland’s resources are not reused. While the country’s yearly per capita material 
footprint of 13.8 tonnes may seem rather modest in comparison to other European 
nations, it still surpasses the global average of 11.9 tonnes—and is nearly double 
what is measured as a “sustainable” level of consumption. 

4 Results 

The composite index relating to both eco-innovation and innovation in general 
reflects the disadvantage of Polish economy belonging to non-innovative and non-
ecoinnovative European countries (Fig. 2). Poland is in the low eco-innovation perfor-
mance group of countries, as are majority of Central and Eastern European countries 
and some Western countries (such as Malta). Even against the background of these 
countries, there is a great distance of Poland to other so-called “the New Member 
States”, e.g. the Czech Republic and Estonia. The results of these indices specify 
insufficient implementation of eco-innovation in enterprises in Poland. Currently 
available data presented by the European Eco-Innovation Observatory confirm a 
significantly insufficient degree of eco-innovation of the Polish economy [20–23].

The negative assessment covers almost each of the five sub-elements of the index, 
except for the socio-economic effects that have been positively assessed. The level 
of involvement of Polish companies in the implementation of eco-innovation meant 
that Poland, together with Bulgaria, took the last place in the 2011 ranking with 
an index of only 41 points (while in 2013 and 2015 it was the penultimate place 
and 22nd place with 59 points in the 2019 ranking). Other countries that joined 
the EU at the same time as Poland achieved much higher index values in 2011,
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Fig. 2 EU eco-innovation indicator (EU average-27 = 100) (Source own study based on Eco-
innovation at the heart of European policies, European Commission, 2020, https://green-business. 
ec.europa.eu/eco-innovation_en [19. 08. 2024])

e.g. The Netherlands. Czech Republic—171 points (in 2019—96 points (Fig. 2) 
and Slovenia—119 points (in 2019—94 points). These results verify that Poland is 
in a rather unfavourable climate and that the interest of companies in introducing 
eco-innovation is insufficient. 

Compared to 2014, Poland moved from 3rd last place to 2nd last place in the 
eco-innovation ranking in 2020, which gave it a performance index score (64) better 
than the one previously obtained (25) (Fig. 2). Poland is still ahead of countries such 
as Bulgaria. Luxembourg came first in the eco-innovation ranking (2020), with a 
score of 162 points, ahead of Denmark by 18 points. Bulgaria, on the other hand, 
came last in the ranking of European countries. 

In the Polish case, there is a considerable distance within the five groups of 
indicators of the complex eco-innovation index compared to the Germany and even

https://green-business.ec.europa.eu/eco-innovation_en
https://green-business.ec.europa.eu/eco-innovation_en
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the Czech Republic (Fig. 3). Only in terms of socio-economic performance, Poland 
leads the ranking, but for all others it ranks below the EU average. These data should 
be treated with a degree of caution, as not always, for example, higher employment 
in eco-services contributes to greater eco-innovation and results. Three component 
indicators on socio-economic outcomes were highlighted: 

• export of products from the eco-industry (% of total exports—Eurostat), [28]
• employment in the eco-sector and circular economy (% of total employment in 

all enterprises—Orbis base), profits in the eco-sector and circular economy (share 
% of total employment in all enterprises—Orbis base) (Fig. 4). [29]

In terms of indicators reflecting expenditure on eco-innovation and performance, 
Poland did not even reach half the average value of European countries (as it scored 
only 40 points). We have to note that the eco-innovation index has some drawbacks. 
For example, the definition of eco-industry adopted by Eurostat and Ecorys, on the 
basis of which socio-economic indicators were created, refers to a large range of 
green activities (e.g. recycling, wastewater treatment, the introduction of renewable

72 

122 

45 

116 

134 

100 

0 
20 
40 
60 
80 

100 
120 
140 
160 
180 

eco-
innovation 

inputs 

eco-
innovation 

activity 

eco-
innovation 

effects 

EFFECTIVEN 
ESS 

SOCIAL 
ECONOMIC 

EFFECTS 

Eco-IS 

Germany Czechia Poland Eu 

Fig. 3 Eco-innovation gap in five themes Polish (relative to the EU average between Poland and the 
Czechia and eco-innovation leader Germany, EU = 100) (Source own study based on[21, 24–27] 
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Fig. 4 Indicator for social economic results of eco-innovation for European Union countries 
(Source own study on the basis of: Eco-innovation at the heart of European policies, European 
Commission, 2016, other data were not available https://ec.europa.eu/environment/ecoap/scoreb 
oard_en [16.08.2024])

energy sources), with competitiveness and employment levels in some of them not 
necessarily directly derived from eco-innovation (e.g. hydropower plants). At the 
same time, an important part of the economic impact of the implementation of eco-
innovation is becoming apparent in many other sectors where companies that have 
introduced eco-innovation were not motivated by eco-innovation, but by the need 
to improve productivity and reduce costs. Therefore, performance indicators do not 
differ between the EU-27 countries to the same extent as those directly related to 
eco-innovation, as is also evident in the case of Polish. In addition, performance 
indicators are poorly correlated with indicators of the intensity of the development 
and implementation of eco-innovation. The environmental effects are measured by 
static indicators, which depend to a large extent on the historical development paths 
of economies and not necessarily on eco-innovation introduced in the last dozen 
years[30, 31]. 

Contrary to expectations, countries with a higher resource of scientific and tech-
nical personnel staff do not necessarily achieve better results in the implementation 
of eco-innovation. Countries such as France, Italy, Spain and Poland have a high 
share of research personnel in general, but it is much less efficient than countries that 
have achieved a lower eco-innovation rate (e.g. Denmark) (Fig. 5).

The circular economy incorporates a regenerative system that minimises the entry 
and waste of resources, emissions, and expenditure of energy through slowing down, 
closing, and straightening material and energy circuits. Companies must reshape their

https://ec.europa.eu/environment/ecoap/scoreboard_en
https://ec.europa.eu/environment/ecoap/scoreboard_en
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Fig. 5 Eco-innovation Scoreboard indicator for European Union countries (Source Own elabo-
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business models and the ways they propose value to their clients while simultaneously 
considering environmental and social facets[32]. Poland has a material footprint of 
13.8 tonnes per capita—definitely exceeding the global average of 11.9 tonnes per 
capita. However, this is well-beaten by Norway’s footprint, which comes in at a huge 
44.3 tonnes per capita, a level far beyond planetary boundary limits. In terms of the 
circularity, Poland is around four times more circular than Norway (10.2%) [33]. 

Better performance of Poland in comparison with Norway can be explained due 
to Polish consumption of more cycled materials than Norway’s, compared to their 
material consumption (Table 1). However, it’s worth strongly underlying that the

https://ec.europa.eu/environment/ecoap/indicators/index_en
https://green-business.ec.europa.eu/eco-innovation_en
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Table 1 Comparison of Poland and Norway economy and circular economy performance 

Poland Norway 

Population (mln) 2021 yr 37,8 5,4 

Population density (persons per sq.km) 123 15 

GDP per capita 15,165 140,000 

GDP distribution (% of GDP) Agriculture = 2,4 
Industry = 29,3 
Service = 55,6 

Agriculture = 1,6 
Industry = 35,6 
Service = 52,5[33] 

Unemployment % of total labour force 2,6 2,9 

Material footprint (tonnes per capita per year 16,7 63 

Circularity Metric cannot be directly compared between countries: the methodology 
used for Poland’s analysis is a newer, more sophisticated version than that used for 
the Circularity Gap Report Norway. It’s not known to which extent applying the new 
methodology to Norway’s economy would change its Metric—but we would expect a 
significant impact. Construction, agriculture and extractive industries contribute most 
to the material footprint in both Poland and Norway, with the impact of extractive 
industries being seen by domestic extraction levels far exceeding the global average 
of 12,3 tonnes per capita per year in both cases. However, potential for reducing 
impact is also present in other sectors, such as the mobility and energy sectors. 

According to [34], the nations at the forefront of implementing operations corre-
sponding to circular economy principles are Germany, Belgium, Spain, France, Italy, 
the Netherlands, and the United Kingdom. The second pole encompasses European 
Union member states located in Central and Eastern Europe, as well as those situated 
in the southern region of Europe (data from 2018). 

5 Conclusion 

The considerable concerns related to the development of eco-innovativeness and 
circularity are observed in many European countries, particularly Central European 
countries. First, obsolete industries representing, linear economy are not interested 
in development of eco-innovations. On the one hand, there is no or limited pressure 
on research in new eco-innovative solutions. Furthermore, academic R&D centres 
are unable to satisfy the demands of the industry. It is of key importance that eco-
innovations are perceived as the driving factor of the third transformation of EU New 
Members (following system transformation and the EU accession). The existence of 
a “two-speed Europe” was identified in terms of EU countries’ advancement towards 
circular economy and eco-innovation. Countries with less developed economies have 
lower eco-innovation but not necessarily circular performance. It can be explained by 
methodologies of gathering data, but also different levels of economic development. 
Because less developed countries can use more recycled and used products.
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This research definitely has some caveats. For example, poor methodologies of 
calculating eco-innovation scoreboard, deficit of statistical data at National Statis-
tical Institutes, many data were available only from the earlier periods. We observed 
shortcomings of the sub-indicators that are part of the index, e.g. expenditures. This is 
particularly true under the heading government outlays and expenditure on research 
and development in the field of environment and energy. It only includes part of the 
expenditure and does not reflect the expenditure incurred by organisations from their 
resources or from bank loans, EU funds or other sources (e.g. in Poland most inno-
vations are financed by non-governmental funds). In situation, when the structure 
of eco-innovation funding sources were similar in all EU countries, this would not 
affect the ranking. However, if this were not the case, it could turn out that the posi-
tion of countries in terms of R&D expenditure is different from that of government 
expenditure only [35, 36]. It seems that more attention should be paid to this issue 
in further planned research. 
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Empowering Sustainable Development: 
The Role of E-Commerce Adoption 
in Advancing SDGs Among Youth 

Noha Tarek Amer, Hany Abdelghaffar, and Laila Amr 

Abstract E-commerce has been growing exponentially impacting various indus-
tries, one of which is the fast-food sector. The purpose of this study is to examine 
the factors that influence college students to adopt fast-food e-commerce platforms 
by extending the Technology Acceptance Model (TAM). While substantial research 
exists on e-commerce adoption, niche markets like fast-food e-commerce platforms 
have received comparatively little attention. This research addresses this gap and 
highlights the critical role of e-commerce in advancing Sustainable Development 
Goals (SDGs). Using a survey method for data collection, the results reveal that 
perceived ease of use, user experience, and product appeal significantly contribute to 
the prediction of using fast-food e-commerce platforms among college students. 
These findings highlight a shift toward increased online ordering among youth, 
which has implications for sustainability. By focusing on these factors, e-commerce 
decision-makers can enhance platform adoption ultimately resulting in promoting 
economic growth (SDG 8), enhancing sustainable and consumption patterns (SDG 
12), and reducing carbon emissions (SDG 13). 

Keywords Adoption · E-commerce · TAM · Sustainability · SDG 8 · SDG 12 ·
SDG 13 

1 Introduction 

Electronic commerce (E-commerce), especially Business-to-Consumer (B2C) plat-
forms, has become crucial in today’s business landscape due to the growing reliance 
on the internet [1]. E-commerce enables digital exchanges between buyers and 
sellers through the use of the internet and web. The huge growth of e-commerce 
platforms can be traced back to the unique characteristics of the internet such as 
its widespread availability, global reach, standardization, abundance of information,
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interactive features, rich media, and ability to personalize and customize. These plat-
forms contribute to Sustainability Development Goals (SDGs): supporting economic 
growth (SDG 8) through the creation of new economic opportunities, enhancing 
responsible consumption and production (SDG 12) through sustainable consumer 
behavior, and promoting climate action (SDG 13) through reducing carbon emissions 
[2]. 

The fast-food e-commerce industry has experienced steady growth in recent years, 
with college students emerging as the largest group of online shoppers due to conve-
nience, appealing offers, and the rapid advancement of e-commerce [3]. The liter-
ature on e-commerce adoption, particularly in the fast-food industry, extensively 
utilizes the Technology Acceptance Model (TAM) to understand consumer behavior 
and preferences. A study by Ye Zihan et al. [4] examines the adoption factors of 
perceived ease of use, time savings, and privacy protection as influencing toward 
online food delivery services during crises like the COVID-19 pandemic. However, 
this model doesn’t take into account the specific characteristics of college student’s 
niche and may not fully address some notable factors influencing adoption behavior 
toward online food delivery services. 

Understanding consumer’s adoption behavior in e-commerce can be a powerful 
tool helping decision-makers develop a superior strategy to compete in the digital age. 
Additionally, promoting e-commerce platforms can also support macro-economic 
goals of supporting economic growth, enhancing responsible consumption and 
production, and promoting climate action [5]. Therefore, our study aims to dive into 
the critical elements that influence the adoption of fast-food e-commerce platforms 
answering the research question of: 

Which factors do fast-food e-commerce decision-makers need to consider to promote 
the adoption of their platforms among college students in order to achieve Sustainable 
Development Goals (SDGs)? 

The structure of this paper is as follows: Sect. 2 presents a comprehensive literature 
review and proposed framework, Sect. 3 outlines the research methodology, Sect. 4 
presents and discusses the findings, and Sect. 5 offers conclusions and implications. 

2 Literature Review and Proposed Framework 

The 2030 Agenda for Sustainable Development, ratified by 193 member states 
of the United Nations, encompasses 17 SDGs that seek to enhance the quality 
of life while promoting sustainable consumption and production modalities. E-
commerce contributes to achieving SDGs by fostering economic growth, innovation, 
and enhancing legal frameworks for sustainable development. A study by Revinova 
[2] concludes that e-commerce significantly contributes to achieving 10 out of the 17 
SDGs. Another study by Ju et al. [6] found that e-commerce contributes favorably to 
advancing sustainable development in emerging and developing countries in Asia.
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The Technology Acceptance Model (TAM) is one of the most widely cited models 
for understanding user’s adoption of a certain technology. Davis [7] found that TAM 
posits two variables, perceived usefulness (PU) and perceived ease of use (PEOU) 
that are associated with an individual’s intention and attitude to accept a specific 
technology. TAM suggests that higher PU and PEOU contribute to greater acceptance 
and adoption of the technology. 

Studies utilizing TAM to investigate technology adoption have yielded significant 
findings. Nihayah and Purnama [8] identified perceived usefulness and ease of use 
as pivotal factors affecting users’ intention to adopt digital banking services. While 
TAM has been widely utilized in studying technology adoption, it is criticized for 
its tendency to overlook critical factors [9]. A study by Chen [10] extended the 
TAM model to understand blockchain technology adoption by incorporating factors 
such as strategic management and social influence at the firm level, and individual 
innovation and self-efficacy at the individual level. Another study investigates mobile 
application adoption extended TAM to include mobile skillfulness-related factors to 
better fit the unique characteristics of mobile applications [11]. 

This study advances the literature on adoption behavior among college students, 
with a particular focus on e-commerce platforms in the fast-food industry. The widely 
used Technology Acceptance Model (TAM) often does not account for the specific 
attributes of different industries or the potential variation in adoption. Researchers 
have expanded its applicability by incorporating other influential factors that can 
significantly impact technology acceptance. For instance, the presence of engaging 
user interface and product recommendations has been shown to enhance students’ 
willingness to embrace technologies [12, 13]. This suggests that a more refined 
approach which considers industry-specific dynamics may be essential for effectively 
promoting technology adoption. 

To address this gap, this paper proposes a new framework (see Fig. 1) designed 
to enhance our understanding of the critical factors influencing college students’ 
adoption of fast-food e-commerce platforms.

2.1 Perceived Ease of Use 

Perceived ease of use is defined as the degree a person believes that using a certain 
technology is easy to use and trouble free [14]. It is conceptualized through ease of 
learning, adaptability, and feedback mechanism [15–17]. Ease of learning refers to 
how easy users find it to use the system, adaptability refers to how users can adapt 
to using the system, and feedback mechanism refers to how the technology provides 
clear feedback on the user’s actions. 

Perceived ease of use contributes to SDG 12 (responsible consumption and 
production) by making it simpler for consumers to access and choose products online. 
Numerous academic studies have established that the perceived ease of use (PEOU) 
has a substantial impact on the adoption of technology. Wafiyyah et al. [17] highlight
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Fig. 1 Proposed framework

the crucial role played by perceived ease of use in repurchase intentions, contributing 
to the successful adoption of various technologies in e-commerce, hence: 

H1: Perceived ease of use has a positive effect on fast-food e-commerce adoption 
among college students.
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2.2 Perceived Usefulness 

Perceived usefulness is defined as the degree to which a person believes that using a 
certain system or platform would improve their job performance. It is conceptualized 
through relevance of features, effort saving, time saving, and outcome alignment [18, 
19]. Relevance of features refers to how the users find the features relevant to their 
needs, effort saving and time saving refer to how the system saves the users effort 
and time, and outcome alignment refers to how the system allows the user to achieve 
their goal. 

Perceived usefulness of e-commerce platforms contributes to SDG 13 (climate 
action) by reducing the need for physical travel and lowering carbon emissions [20]. 
Various research papers confirm that perceived usefulness has a significant impact 
on technology adoption. A study on large language models (LLMs) among students 
emphasized the importance of perceived usefulness [21]. Additionally, research on 
E-CRM systems in communication companies emphasized the impact of perceived 
usefulness on employee performance and user satisfaction [22]. Overall, these studies 
emphasize the key role of perceived usefulness in technology adoption, hence: 

H2: Perceived usefulness has a positive effect on fast-food e-commerce adoption 
among college students. 

2.3 User Experience 

User Experience (UX) is defined as the totality of a person’s involvement with the 
system (Tovar 2022). UX is conceptualized through various factors [23]. Platform 
responsiveness refers to how responsive the system is to the user’s actions, user 
onboarding refers to how easy the initial setup of the system is, navigational ease 
refers to how easy the user finds it to navigate the system, e-commerce transac-
tion experience refers to how streamlined the checkout process is, and multichannel 
integration assess the ability to access the system from across multiple channels. 

User experience (UX) supports SDG 12 by ensuring that e-commerce platforms 
are intuitive and efficient which encourages consumers to make responsible consump-
tion choices. Several studies have established that the user experience plays a crucial 
role in influencing the adoption of technology. For example, an examination of the 
UX impact on m-commerce suggests that UX should be a top priority for website 
designers and developers in order to enhance customer satisfaction and loyalty [24]. 
This indicates that a positive user experience positively impacts the adoption of 
diverse technologies, hence: 

H3: User experience has a positive effect on fast-food e-commerce adoption among 
college students.
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2.4 Product Appeal 

Product appeal refers to the attractiveness of a product as perceived by consumers. 
It is conceptualized through seller promotions, popular items, and presence of new 
items [25, 26]. 

Product appeal enhances SDG 12 by showcasing products in a way that makes 
them more attractive thereby promoting environmentally responsible shopping 
behaviors. Notable articles have explored the role of product appeal on e-commerce. 
For example, a study by Liu et al. [27] found that product appeal enhances consumer’s 
perceptions of the products offered. Another study by Peng et al. [28] highlights the 
importance of product appeal in positively influencing the consumer’s perception of 
e-vendor’s website. These studies highlight the critical role that product appeal plays 
in fostering the adoption of various technologies, hence: 

H4: Product appeal has a positive effect on fast-food e-commerce adoption among 
college students. 

2.5 Trust 

Trust is an attitude that an agent (the trustor) has toward an entity (the trustee) 
where the trustor relies on the trustee to act in a way that aligns with the trustor’s 
goals and interests. In the context of e-commerce, trust encompasses the confidence 
that consumers have in the reliability, security, and integrity of online merchants 
and their platforms. Trust is conceptualized through customer reviews, trust badges, 
transparent product information, and payment security [29, 30]. 

Trust in e-commerce platforms is critical for SDG 8: fostering a healthy digital 
economy. When users trust an e-commerce platform, they are more likely to engage in 
transactions which drives economic activity and contributes to job creation. Several 
studies have investigated the role of trust in relation to technology adoption. For 
example, in India, trust has a substantial impact on the behavioral intention to utilize 
electronic payments [31]. Another study revealed that trust, along with government 
support, significantly impacts the adoption of fintech services [32]. These studies 
highlight that trust plays an important role in the adoption of various technologies, 
hence: 

H5: Trust has a positive effect on fast-food e-commerce adoption among college 
students.
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3 Research Methodology 

3.1 Data Collection 

The central point of this study is college students. This is mainly because college 
students became the largest users of online shopping due to their frequent internet 
usage making them an important population to study [33]. Additionally, for conve-
nience of data collection and control of cultural factors, this study will only focus 
on Egypt [34]. This research is categorized as quantitative in nature utilizing strat-
ified random sampling. This approach involves dividing the target population into 
distinct subgroups based on characteristics like academic major or campus loca-
tion and then randomly selecting participants from each strata. This method ensures 
accurate representation within the demographic group [35]. 

3.2 Instrument Design 

This study utilizes a survey instrument as it helps obtain data from a large and 
widely distributed group of college students, allows for the examination of multiple 
constructs at the same time, and provides participants with anonymity resulting in 
honest responses. 

The questionnaire items are organized according to each variable. All but two 
variables are assessed using a Likert scale, where a response of 1 signifies strong 
disagreement and a response of 5 signifies strong agreement. The remaining two 
variables were assessed using the yes/no method [36]. 

3.3 Respondent Characteristics 

A total of 287 valid responses were analyzed. Table 1 exhibits respondent character-
istics where most of the respondents are between the ages of 19 and 25 representing 
88% of the respondents. Of all participants, 58.5% are females and 41.5% are males. 
The age distribution reveals that a significant majority of the sample falls within the 
19–25 age group, indicating a predominantly young demographic. The other age 
groups comprise much smaller proportions.
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Table 1 Respondent 
characteristics Category Percentage (%) 

Age 13–18 9.1 

19–25 88.1 

26–30 2.8 

Gender Male 41.5 

Female 58.5 

4 Results and Discussion 

Cronbach’s alpha and the composite reliability serve as a tool for assessing the 
internal consistency and reliability of measurements by examining the relationships 
among observed item variables. Our results show a Cronbach alpha value of 0.814 
which is above the acceptable threshold of 0.700 [37]. This finding implies that the 
test items are effectively capturing the same latent construct, thus establishing the 
reliability of the test. 

Multicollinearity can negatively impact the predictive ability of the framework 
as it indicates that two or more independent variables are related making it compli-
cated to find relationships between independent and dependent variables. This can be 
determined by calculating the variance inflation factor (VIF) for each variable [38]. 
In cases where the VIF value of an independent variable surpasses 10, it signifies 
high collinearity and warrants consideration for removal from the regression model 
[38]. Findings show that VIF values are ranging from 1.007 to 1.672 concluding that 
multicollinearity is not a concern within this dataset. 

Convergent validity, which measures the amount of variance captured by the 
construct in relation to the amount of variance attributable to measurement error, 
requires an average variance extracted (AVE) no less than 0.50 [39]. An AVE below 
this threshold, as seen here with 0.180, points to significant unexplained variance, 
which may be due to measurement errors, irrelevant variables, or weak item loadings. 
It is crucial to recognize that a low Average Variance Extracted (AVE) does not 
necessarily imply that a construct fails to capture relevant material. Constructs in 
business studies such as perceived ease of use and trust often encompass multiple 
dimensions which can complicate their measurement and validation processes [39]. 
Despite the low AVE, there is still a possibility that the construct captures material 
beyond its fundamental concept. 

The multiple regression analysis is used to test the hypotheses. The purpose of 
the regression analysis is to relate the dependent variable to a set of independent 
variables. To determine the relationships among the variables, R-squared measures 
the proportion of the variance in the dependent variable that is explained by the 
independent variables in the regression model. It was found that perceived ease of 
use, user experience (UX), and product appeal significantly contribute to the adoption 
of fast-food e-commerce. Whereas perceived usefulness and trust insignificantly 
contribute to the adoption of fast-food e-commerce (Table 2).
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Table 2 Hypothesis results 

Hypothesis Factor Significance R-Squared Outcome 

H1 Perceived ease of use 0.048 0.027 Accepted 

H2 Perceived usefulness 0.612 0.009 Rejected 

H4 User experience (UX) < 0.001 0.080 Accepted 

H3 Product appeal < 0.001 0.866 Accepted 

H5 Trust 0.797 0.006 Rejected 

The study found that perceived ease of use (H1, R-squared = 0.027, p-value 
= 0.048) significantly affects the intention to adopt fast-food e-commerce among 
college students. When users perceive the platform as easy to navigate, they are 
more inclined to embrace it [40]. The ease with which users engage in e-commerce 
enhances sustainable consumption (SDG 12) as it ensures sustainable consumption 
and production patterns. Despite its statistical significance, the modest R-squared 
value implies that while ease of use is crucial, it only accounts for a small portion of 
the variance in adoption, suggesting that other significant factors may also influence 
adoption decisions. 

Perceived usefulness (H2, R-squared = 0.0009, p-value = 0.612) does not signif-
icantly influence the adoption of fast-food e-commerce platforms among college 
students. This discovery challenges the conventional notion that perceived useful-
ness serves as a primary driver for the adoption of e-commerce platforms, suggesting 
that other variables may yield greater influence in this context. This could suggest 
that consumers do not immediately recognize the broader sustainability benefits (e.g., 
reducing carbon emissions, SDG 13) through their e-commerce actions, even though 
those benefits exist. This might draw the attention of government agencies to provide 
awareness campaigns to highlight the benefits of e-commerce on sustainability. 

User Experience (H3, R-squared = 0.080, p-value = 0.001) has surfaced as 
a significant element. This result indicates the critical nature of a positive user 
experience in relation to fast-food e-commerce platforms. An effective UX, distin-
guished by website responsiveness, seamless navigation, efficient checkout process, 
and visual appeal, plays a substantial role in shaping students’ inclination toward 
adopting the platform [13]. UX ultimately enhances sustainable consumption (SDG 
12) as users are more likely to engage in sustainable behaviors when platforms are 
user-friendly and provide positive experiences. Despite the indication from the R-
squared value that UX accounts for only a limited percentage of the variance in 
adoption, the importance it holds highlights the necessity for platforms to prioritize 
it. 

Product appeal (H4, R-squared = 0.866, p-value = 0.001) yielded a highly signifi-
cant outcome supporting the hypothesis. This strong association highlights the critical 
role that product appeal plays in the adoption of fast-food e-commerce platforms. 
Students are notably motivated by promotions, trending items, and new items in rela-
tion to their intention to use a fast-food e-commerce platform [12]. Product appeal 
ultimately enhances responsible consumption (SDG 12) as users are more likely to
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engage in sustainable behaviors when they are attracted by promotions and trending 
items. This result stresses the significance of integrating product appeal techniques 
into e-commerce platforms to increase the adoption among college students. 

Trust (H5, R-squared = 0.006, p-value = 0.797) has been identified as statistically 
insignificant. This observation suggests that students likely uphold a basic level of 
trust in e-commerce platforms potentially due to the inherently low-risk nature of 
e-commerce transactions [41]. Additionally, this suggests that users’ adoption of e-
commerce for sustainability may not rely heavily on trust, but more on ease of use 
and product appeal, as these factors are stronger drivers toward achieving SDGs like 
SDG 13 (Climate Action) and SDG 8 (Job Creation). Consequently, this discovery 
prompts a deeper exploration into the perception of trust within this setting. 

5 Conclusion 

This study offers valuable insights into the factors impacting the adoption of fast-food 
e-commerce platforms among college students and their implications for sustain-
ability development goals. The research reveals that perceived ease of use, user 
experience (UX), and product appeal are crucial in positively impacting user adop-
tion. Specifically, perceived ease of use, UX, and product appeal were found to 
significantly influence sustainable consumption (SDG 12) as users are more likely 
to engage in sustainable behaviors when products are attractive and platforms are 
user-friendly. The study also challenges some traditional assumptions by showing the 
limited impact of perceived usefulness and trust. Despite their prominence in existing 
models, these factors showed insignificant influence in this context. This could indi-
cate a shift in what drives user engagement, suggesting a need to re-evaluate and 
perhaps refine these constructs in e-commerce adoption models, considering the 
evolving nature of user expectations and experiences. 

To enhance the adoption of fast-food e-commerce services, it is recommended 
that decision-makers focus on developing platforms that prioritize ease of use, UX, 
and product appeal rather than emphasizing perceived usefulness or trust. Prac-
tical suggestions include organizing regular UX audits, encouraging user feedback, 
and integrating design thinking to improve the platform’s interface. Additionally, as 
the competitive landscape of fast-food e-commerce continues to evolve, integrating 
advanced technologies such as artificial intelligence and machine learning can further 
enhance user experience by personalizing service offerings. For instance, utilizing 
data analytics to understand consumer preferences could lead to tailored promo-
tions that resonate more deeply with customers, thereby increasing engagement and 
loyalty. 

There are some limitations in the data collected for this research. First, this study 
is conducted only in Egypt and caution should be made when generalizing the results 
to other contexts. In addition, this study does not account for the impact of digital 
marketing which plays a crucial role in shaping consumer preferences. To address 
these limitations, future research should consider supplementing quantitative data
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with qualitative methods, such as interviews or focus groups, to gain a deeper 
understanding of the underlying factors that influence the adoption of fast-food 
e-commerce platforms among college students. 
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